
Info 159/259 
Lecture 23: NLP Applications & Beyond (April 22, 2024) 

Many slides & instruction ideas borrowed from:  
David Bamman, Sofia Serrano

Natural Language Processing



Logistics

• Quiz 10: Due tonight 

• AP3: Due this Friday 4/26. 

• Final Deliverables: Due Tuesday May 7 

• INFO 159 NLP Subtopic Survey 

• INFO 259 NLP Project Report



Info 259  
Project presentations

• 6:30-8:00pm Wednesday 4/24 (last day of class)  

• Prepare a 5-minute presentation of your project to present to the class; be 
prepared to take questions from the audience. 

• No recording will be released.



Four score and seven years ago our fathers brought forth on this continent, 
a new nation, conceived in Liberty, and dedicated to the proposition that 
all men are created equal. Now we are engaged in a great civil war, testing 
whether that nation, or any nation so conceived and so dedicated, can 
long endure. We are met on a great battle-field of that war. We have come 
to dedicate a portion of that field, as a final resting place for those who 
here gave their lives that that nation might live. It is altogether fitting and 
proper that we should do this. But, in a larger sense, we can not dedicate 
-- we can not consecrate -- we can not hallow -- this ground. The brave 
men, living and dead, who struggled here, have consecrated it, far above 
our poor power to add or detract. The world will little note, nor long 
remember what we say here, but it can never forget what they did here. It 
is for us the living, rather, to be dedicated here to the unfinished work 
which they who fought here have thus far so nobly advanced. It is rather 
for us to be here dedicated to the great task remaining before us -- that 
from these honored dead we take increased devotion to that cause for 
which they gave the last full measure of devotion -- that we here highly 
resolve that these dead shall not have died in vain -- that this nation, under 
God, shall have a new birth of freedom -- and that government of the 
people, by the people, for the people, shall not perish from the earth.
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Social NLP
• Social NLP covers a range of applications that analyze how language 

interacts with people in social settings. 

• We leave behavioral traces in our interactions with others. 

• Social media 
• Books 
• Emails 
• Audio transcripts



Data

HathiTrust: 18.4M books
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Ngram viewer
Large-scale analysis of culture  

(*as recorded in published books, with university library accession policies)



“Raw” data

• Social NLP often makes claims about the world using textual data. 

• Data is not self-evident, neutral or objective 

• Data is collected, stored, processed, mined, interpreted; each stage 
requires our participation. 

• What is the process by which the data you have got to you?

Gitelman and Jackson (2013)



Data Collection

• Data → Research Question 

• “Opportunistic data” 
• Research questions are shaped by what data you can find 

• Research Question → Data 

• Research is driven by questions, find data to support answering it.



• What are the research questions that we can ask when applying NLP to 
text to answer social and cultural questions? 

• How do we answer those research questions using methods we’ve learned 
about? 

• data 
• algorithms 
• evaluation

Social NLP



• Manifestations of power in text 

• Measuring respect 

• Examining gender bias in novels 

• Discovering structure in birth stories

Social NLP



Power

How is power manifested in language?



Power

• Text data: Enron emails 

• Response: Enron org chart — for all pairs of entities in email (sender/
recipients), who is higher on the org chart?

Gilbert 2012 (“Phrases that signal workplace hierarchy”)



Power

• Bag of words representation of text + binary classification.

Gilbert 2012 (“Phrases that signal workplace hierarchy”)



these predict message going up not going up



Power

• Text data: Wikipedia discussions, SCOTUS arguments 

• Response: Wikipedia admins/non-admins; SCOTUS justices/laywers

Danescu-Niculescu-Mizil et al. 2012 (“Echoes of Power”)



Power

• LIWC representation of text + 
measurements of 
accommodation (adapting your 
speech to the language of your 
interlocutor)



Respect

• Data: transcripts of 981 OPD traffic stops (everyday interactions) 

• Response: race

Voigt et al. 2017, “Language from police body camera footage shows racial disparities in officer respect”



Respect

• Present one dialogue turn (police/driver) to be rated by people for respect (4-
point Likert scale).  High IAA. 

• Build a predictive model mapping text to respect.

Voigt et al. 2017, “Language from police body camera footage shows racial disparities in officer respect”
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Respect





Respect

• Higher respect to white drivers, older drivers, when a citation is issued. 

• Lower respect when a search is conducted.



Are there differences in the depiction of men and women in fiction?



Gender bias

• 15% of Wikipedia biographies are of women 

• Women’s biographies are 2.58x more likely to mention divorce, 
1.57x more likely to mention marriage [Bamman and Smith 
2015] 

• Word embeddings encode cultural bias implicit in natural 
language usage [Caliskan et al. 2017; Bolukbasi et al. 2016]



Measurement

This is fundamentally a problem of measurement: how do we design an 
algorithmic instrument that can transform an entire novel into a quantity 
expressing the depiction of gender?



“TOM!” No answer. “TOM!” No answer. “What's gone with that boy,  I wonder? You 
TOM!” No answer. The old lady pulled her spectacles down and looked over them 
about the room; then she put them up and looked out under them. She seldom or 
never looked through them for so small a thing as a boy; they were her state pair, 
the pride of her heart, and were built for “style,” not service--she could have seen 
through a pair of stove-lids just as well. She looked perplexed for a moment, and 
then said, not fiercely, but still loud enough for the furniture to hear: “Well, I lay if I 
get hold of you I'll--” She did not finish, for by this time she was bending down 
and punching under the bed with the broom, and so she needed breath to 
punctuate the punches with. She resurrected nothing but the cat. “I never did see 
the beat of that boy!” She went to the open door and stood in it and looked out 
among the tomato vines and “jimpson” weeds that constituted the garden. No 
Tom. So she lifted up her voice at an angle calculated for distance and shouted: 
“Y-o-u-u TOM!” There was a slight noise behind her and she turned just in time to 
seize a small boy by the slack of his roundabout and arrest his flight. “There! I 
might 'a' thought of that closet. What you been doing in there?” “Nothing.” 
“Nothing! Look at your hands. And look at your mouth. What is that truck?” “I don't 
know, aunt.”

0.53



Measurement here is dependent on 
character.  We’ll infer the characters in 
a novel and measure: 

• the amount of “screen time” they get 

• what those characters do. 

• [dialogue, number of characters, etc.]

Tom Sawyer

Aunt PollyBecky Thatcher

Huckleberry Finn

Measurement



Character depiction
Typed dependency information 
anchored on each character Tom Sawyer paints the fence

agent

Sally kisses him

patient

He used his paintbrush

poss

He’s a rascal

pred

Tom Sawyer N

agent  paints, runs, … 137

patient kisses, saw … 41

poss paintbrush, … 30

pred rascal, boy, … 8

total 216



Data
• 104,000 narratives from the HathiTrust 

Digital Library (www.hathitrust.org), 
published between 1703-2009. 

• OCR’d from page scans. 

• Subject each narrative to an NLP 
pipeline to extract entity data. 

• 10,000 narratives from the Chicago 
Corpus, published between 1880-1989

http://www.hathitrust.org


Are there differences in the attention given to men and women in fiction?



Words about women, as a function of all characterization
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Books published by women

Tuchman and Fortin (2012), Edging Women 
Out: Victorian Novelists and Social Change 

• “Before 1840 at least half of all novelists 
were women; by 1917 most high-culture 
novelists were men.” 

• Early 19th c. fiction was not yet high-
status career; after 1840, increasingly 
brought status 

• Terms of publisher’s contracts became 
disadvantageous to women  

• Careers others than “novelist” were 
opening up to women
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Social NLP
• Many different methods from NLP  

• Text-based classification, regression, sequence labeling (e.g., 
NER) 

• Representation is important: 

• Bag of words 
• Features derived from parts of speech, syntax 

• When testing theories, interpretable models are important.



Text also provides a lens into exploratory analysis of social and cultural 
phenomena

Social NLP



What is the structure of birth stories?



Birth stories
• Text data: 2,847 birth stories from r/BabyBumps — “narratives of 

individual experiences giving birth, often in great medical and emotional 
detail” 

• Methods: 

• Topic modeling (clustering tokens in documents into coherent 
“topics”) 

• Sentiment analysis 
• Connotation frames of power

Antoniak et al. (2019), “Narrative Paths and Negotiation of Power in Birth Stories,” CSCW



• Dictionary-based 
sentiment analysis with 
VADER lexicon (Hutto and 
Gilbert 2014)

Birth stories



Topic Models

• A probabilistic model for discovering hidden “topics” or “themes” 
(groups of terms that tend to occur together) in documents. 

• Unsupervised (find interesting structure in the data)

Blei et al. (2003), “Latent Dirichlet Allocation” (JMLR)



Topic Models
• Input: set of documents, 

number of clusters to learn. 

• Output: 

• topics 
• topic ratio in each 

document 
• topic distribution for each 

word in doc



Topic modeling

• Run Latent Dirichlet Allocation (LDA) on training birth stories, each divided 
into 100-word chunks 

• 50 topics 

• Divide each story into 10 chunks, plot aggregate topic distribution over 
narrative time.

Antoniak et al. (2019), “Narrative Paths and Negotiation of Power in Birth Stories,” CSCW





Personas

• Dictionary-based method to group word types into “personas” — e.g., 
partner, husband, wife → PARTNER



Power frames

• Verbs imply power differential 
between their agent/theme

Sap et al. (2017), "Connotation Frames of Power and Agency in Modern Films" (EMNLP)



• The only time I got upset was when the nurse accused me of not feeding 
my child.  

• The doctor broke my water.

Power frames

Antoniak et al. (2019), “Narrative Paths and Negotiation of Power in Birth Stories,” CSCW



• The author is framed as having 
the least power (except for the 
baby). 

• Clinicians are framed as having 
high power

Antoniak et al. (2019), “Narrative Paths and Negotiation of Power in Birth Stories,” CSCW

Birth stories



Question?



Our NLP Journey



Recurring Themes
• Challenge of NLP: Ambiguity, Evaluation, Data, Low Resource 

• Supervised ML in NLP: Counts/Normalize, Loglinear models (LR), Neural 
Models 

• Data (existing corpora, annotation and your AP) 

• NLP Foundations: Syntax, Semantics, Discourse 

• NLP Applications



Things we didn’t get to cover

• Discourse and Pragmatics 

• Speech Processing 

• Unsupervised methods (e.g. topic modeling) 

• Some applications: NL Inference, Summarization 

• “Deeper” coverage of neural networks



Beyond This Course
• CS 288: NLP (Fall 2023 page) 

• INFO 256: Applied NLP (Fall 2023 page) 

• Many Seminar/Focused courses: 

• Social NLP (Summer 2024) 

• Language Agents in Interaction (Spring 2024)

https://cal-cs288.github.io/fa23/
https://people.ischool.berkeley.edu/~dbamman/info256.html
http://www.apple.com
https://www.alanesuhr.com/294_sp24.html


NLP Research@Berkeley
• Prof. Marti Hearst (iSchool/CS) 

• Prof. David Bamman (iSchool) 

• Prof Dan Klein (CS) 

• Prof Alane Suhr (CS) 

• Prof. Gopala Krishna Anumanchipalli (CS) 

• Prof. Gasper Begus (Linguistics) 

• Prof. John DeNero (CS) 



Beyond Berkeley
• NLP Highlights podcast 

• SLP Book (Jurafsky & Martin)  

• ACL Anthology & ACL Conferences 

• Search on semanticscholar.com 

• NLP Industry

https://soundcloud.com/nlp-highlights
https://web.stanford.edu/~jurafsky/slp3/
https://aclanthology.org/
http://semanticscholar.com


Reminders

• Wednesday 4/24: Come & see/support your peers in INFO 259 

• Please evaluate us: https://course-evaluations.berkeley.edu/

https://course-evaluations.berkeley.edu/


Thank you!

• And plz keep in touch! 

• behrangm@berkeley.edu 

• https://www.linkedin.com/in/behrangmohit/

mailto:behrangm@berkeley.edu
https://www.linkedin.com/in/behrangmohit/

