Natural Language Processing

Some slides & instruction ideas borrowed from:
Greg Durret, Mohit lyyer, & Mar’Aurelio Ranzato



Logistics

Homework 6 due this Thursday (April 18)
AP2 and 259 Mid-project reports are being graded.
AP3 is due April 26

Tonight: NLP for low resource languages



So far ...

* Mostly: NLP for English
« Other languages:
* Machine Translation
* Tokenization
e Parsing & Semantics:
* Universal Dependency Bank

e FrameNet



Languages of the World
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Languages of the World

* 6500+ languages around the world
e ~70% of the world don'’t speak English.

« Only 10%- of the world are native English speakers.



NLP Ethics: Exclusion of the underprivileged

1311

The top 10 languages are spoken by less than 50% of the people.
The remaining ~6500 are spoken by the rest!

@
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NLP Beyond English

Supported Tasks
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Language (Speakers in million) above / Tasks below

m H: Higher-level NLP applications m D: Discourse

m RS: Relational semantics m LS: Lexical semantics

m DS: Distributional semantics SA: Syntactic analysis
MA: Morphological analysis TP: Text processing



NLP for low resource languages

310 languages that have at least 1M speakers each (Eberhard et al 2019)

Goal: supporting tech development increasing participation in a
digital world

The low-resource setting can be applied for non main-stream domains of
high resource languages too.

Bender rule: clarifying the language of focus in publications.



Generating Additional Data

* Shortage of labeled data for supervised learning is the most prevalent
challenge

* Annotation with Active Learning
* Data Augmentation

* Cross-lingual projection



Annotation by Active Learning

annotation iteratively

* Optimizing the new [




Data Augmentation

)

* Expand your data by Computer vison
augmenting the (small) augmentation
existing ones. i
A boy is holding a bat. A boy is holding a bat.
A boy is holding a bat. translation A boy is holding a backpack.

\—

Ein Junge hilt einen Schlédger. augmentation Ein Junge hélt einen Rucksack.

~

J

Challenge: Scaling can result in noisy data.

Fadaee et al 2017



Weak Supervision

* Leveraging from MT data
to create labeled data for
other tasks.

é English
POS data
-
Raw text
N ) )

N

|

Spanish: ("pos data

[ en-es bitext J

=]

Spanish
— tagger



Cross Lingual Projection

Use word alignments to project the labels across.

* Partially noisy data, better than no data.

NV PR DT ADJ
I like it a lot . I like it a lot IIike it a Iot
align P tag
) \/ /
Je I aime beaucoup Je I' aime beaucoup Je I aime beaucoup
N PR V ?7?

Projected tags



Cross Lingual Projection

* Use machine translation (and its word/phrase
alignments) to project the labels across.

* Partially noisy data, better than no data.

NV PR DT ADJ
| like it a lot

e I aime beaucoup
N PR V ?7?
Projected tags



Cross Lingual Projection

* Use machine translation (and its word/phrase
alignments) to project the labels across.

* Partially noisy data, better than no data.

NV PR DT ADJ
| like it a lot

e I’ aime beaucoup
N PR V 07

' d
Challenge: Availability of parallel data/MT | |~ 2/¢<te &




Transfer Learning

* A lot of neural-based methodologies for dense representation and modeling
are supposedly language agnostic.

* Word-piece tokenization, Byte-pair-encoding, etc. address a lot of
morphological differences —> pre-trained embedding for 270+ languages

* Monolingual BERT has been applied successfully to many languages



Transfer Learning

* A lot of neural-based methodologies for dense representation and modeling
are supposedly language agnostic.

* Word-piece tokenization, Byte-pair-encoding, etc. address a lot of
morphological differences —> pre-trained embedding for 270+ languages

* Monolingual BERT has been applied successfully to many languages

Challenge: Availability and diversity of unlabeled data for low resource languages.
Word embeddings quality can vary.




Transfer Learning

A lot of neural-based methodology for dense representation and modeling are
language agnostic

Word-piece tokenization, Byte-pair-encoding, etc. address a lot of
morphological differences —> pre-trained embedding for 270+ languages

Monolingual BERT has been applied successfully to many languages
What about pre-training a shared pre-trained model?

- Multi-lingual models



Multilingual Models

* Combining data into one multilingual model

* Multilingual BERT, XLM-RoBERTa



Cross-lingual Zero Shot Learning

« Goal: We have labeled data for task X in high resource language. \We want
a model for task X in a low resource language.

» ldea: Leverage the resources for the high resource language



Cross-lingual Zero Shot Learning

Goal: We have labeled data for task X in high resource language. \We want a model for task
X in a low resource language.

Idea: Leverage the resources for the high resource language.

Zero-shot: Fine-tune the multilingual backbone with the task X with the high resource
language data (and flexible prompts/instructions) towards generalizing for the low resource
languages.

* NER (lin et al, 2019), reading comprehension (Hsu et al 2019), Parsing (Muller et al 2020)

Few shot: Add small set (10-100) of low-resource labeled data



Transfer Learning

* Low resource languages in multi-lingual pre-trained language models.
* Challenge: Availability of diversity of data for low resource languages

* Word embedding quality can vary a lot.



Optimization Under Extreme
Constraints: The tale of 101
languages

UC-Berkeley NLP INFO 159/259
Sara Hooker

Aya at a glance.




Cohere For Al

Exploring the unknown, together.

Research Open Science

e (Cross-institutional
e Research Lab

: _ collaborations
Publications e Open science
e Scholars .p. i At
initiatives
Program

~ Cohere For Al

Forum

Fireside Chats
Technical Talks
Guest Series

AI Policy/Safety



Fundamental research on critical areas like efficiency, LLMs at
scale, safety, hardware/software interaction.
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Cohere For Al is one of the first intentionally hybrid research labs -- with
both a traditional industry lab and an open science lab.

The goal is to create new
spaces where state of

“EX pl@Iﬂ NG

vﬁh @ art research happens -
and to empower more
U km@wm entry points into

ﬁ@geﬁh@ﬁ =~ machine learning.




In 2023: our goal was to contribute state of art research in machine
learning.

e Published 32 papers last year
e Including 7 papers published by our Research Scholars
e Collaborated across 40+ institutions and organizations
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Achinese * Afrikaans : Albanian : Amharic - Arabic - Arabic - Armenian - Azerbaijani
Balinese - Banjar - Basque - Belarusian » Bemba + Bengali - Bulgarian : Burmese - Catalan
Cebuano r Chinese - Croatian - Czech Danish * Dutch - English <+ Esperanto - Estonian
Filipino - Finnish - Fon - French - Galician - Georgian : German * Greek * Gujarati - Haitian
Creole - Hausa - Hebrew * Hindi - Hungarian rIcelandic - Igbo - Indonesian - Irish

Italian : Japanese - Javanese - Kannada - Kanuri - Kashmiri - Kazakh - Khmer
Kinyarwanda - Korean* Kurdish - Kurdish * Kyrgyz - L ao - Latvian - Ligurian - Lithuanian
Luxembourgish - Macedonian + Madurese - Malagasy : Malay - Malayalam - Maltese
Manipuri - Maori + Marathi -+ Minangkabau : Mongolian - Nepali - Ngaju - Northern Sotho
Norwegian - Pashto - Persian - Polish : Portuguese : Punjabi - Romanian « Russian
Samoan - Scottish Gaelic - Serbian - Shona - Sindhi'+ Sinhala - Slovak - Slovenian
Somali - Southern Sotho - Spanish - Sundanese - Swahili - Swedish * Tajik - Tamasheq
Tamil - Telugu - Thai : Toba Batak - Turkish - Twi - Ukrainian - Urdu : Uzbek - Vietnamese
Welsh - Wolof - Xhosa : Yiddish : Yoruba * Zulu



Today, I'll talk about
INstruction tuning under
severe constraints.



“The limits of my language means the
limits of my world.”

— Ludwig Wittgenstein

= Cohere For AI



Why is multilingual
modelling so challenging?



Several key reasons it is challenging:

- Data scarcity

- Low quality data

- Access to compute (double low resource bind)
- Technical obstacles (weighting, tokenization)

Low resource languages can disproportionately benefit from
the effectiveness of instruction finetuning.

= Cohere For AI



There are at least 7,102 living languages in the world.

1,313 in 1,064 in

2,301 are in Asia 2,138 in Africa the Pacific = the Americas
There are: | | | |
e 7102 languages in the
World Europe has the least, with 286 —T

e Around 400 languages
have more than 1M

Sources: Ethnologue: Languages of the World, Eighteenth edition THE WASHINGTON POST

At-risk languages

Speakers and @ Critically endangered @ Seriously endangered ~ Endangered
e around 1,200 languages 3 e,y
have more than 100k e et o
e 2000 have fewer than a i g e N T

1,000 speakers . : 5 »""i'i

Sources: Alliance for Linguistic Diversity, UNESCO
GENE THORP AND KEVIN SCHAUL/THE WASHINGTON POST

< Cohere For Al Sebastian Ruder Keynote, Washington Post



https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
https://www.washingtonpost.com/news/worldviews/wp/2015/04/23/the-worlds-languages-in-7-maps-and-charts/

Languages are not treated equally by researchers. Some languages have
received disproportionate attention and focus in NLP.

Language # of papers per  # of speakers (in
million speakers millions)
Irish 9235 0.2
Basque 2430 0.5

Number of papers

German 179 83 \ in top NLP venues
referencin
English 63 550 g

language per 1

Chinese 11 1000 million speakers.
’ [Van Etch et al.
Hausa 1.5 70 2022]
Nigerian Pidgin 0.4 30

< Cohere For Al Sebastian Ruder Keynote


https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf
http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.538.pdf

This uneven coverage also means that many languages have been left out of
the technological progress.

Multilingual Model Name

Number of Languages Trained On (pre-training)

BLOOM 46
mT5 101
XGLM 30

e

Open source multilingual state of art Large
Language Models (LLM) are pre-trained a
smaller subset of available languages.

= Cohere For AI




Why have some languages been left behind in technological progress?

Much of our data in large language model
training comes from the internet.

Composition of the Pile by Category

= Academic * Internet = Prose * Dialogue * Misc

Bibliotik
LiletC PG-19
r
i

PubMed Central ArXiv

StackExchange i
PMA
USPTO NIH |OpenWebText2 Wikipedia m L

Figure 1: Treemap of Pile components by effective size.

= Cohere For AI



The composition of languages on the internet reflects the composition of
early users.

English Is the Internet's

5% of the world speaks English at Universal Language

ome e .7% of interne Share of websites using selected languages vs. estimated
h , yet 63.7% of int t

communication is in English share of internet users speaking those languages”

® % of websites @ % of internet user

%5 ‘ 2.5 242 2020

63.7

Russian Spanish French German
19.4
1 3 5.2 0.7 Sht/

English

Chinese Arabic  Portuguese

* Websites as of February 2022, internet users as of 2021.
Sources: W3Techs, Internet World Stats

< Cohere For AI Statista


https://www.statista.com/chart/26884/languages-on-the-internet/

Under-resourced languages often have limited data available....

An astounding 80% of
languages have no-text
available = only ~1400
languages have text

corpus for NLP modeling.

= Cohere For AI
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Sebastian Ruder Keynote


https://drive.google.com/file/d/1T8aGnKxO7vRclhjfeDKEiARmsor5Cvsa/view

Often multilingual data that is available is also low quality...

“44 of the 65 languages
that we audited for
CCAligned containing
under 50% correct
sentences, and 19 of the 20
in WikiMatrix.”

= Cohere For AI

...are this percent correct or less.

100

80 1

60 1

404 A

20 ¢

_ —— CCAligned
—— ParaCrawl

WikiMatrix
=p— OSCAR
-3—- mC4

20 40 60 80 100
This percent of language corpora in this dataset...

Figure 1: Fraction of languages in each dataset below
a given quality threshold (percent correct).

Kreutzer at al.



https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00447/109285

... or may be difficult to generalize from.

“WATCHTOWER

ANNOUNCING JEHOVAH'S KINGDOM

One of the most commonly used low
resource corpus is JW300 - is very
specialized religious corpus. From
translated Jehovah witness writings.
This leads to very specialized language
that may not generalize to other
settings we care about.

< Cohere For Al Agic et al.



https://aclanthology.org/P19-1310/

The under-indexing of certain languages is also driven by
access to compute resources.

The double-low resource bind refers
to the co-occurence of limited data
availability and high compute costs.

N
w0

g
=)

Nigeria: 0.52

e Mobile data, compute, and other
computational resources may
often be expensive or
unavailable

Germany: 0.08

Cost of 1 GB
(as % Monthly Income)
- -
=) wn

©
wn

H
0 1 2 3 4 5

Language Rank
(Availability of Language Data)

0.0

Figure 1: Cost of mobile data by country per language
rank according to the taxonomy by Joshi et al. (2020).

< Cohere For AI Ahia et al. 2021



https://arxiv.org/abs/2110.03036

Compute trends also amplify the disparity in who
participates. Academia phased out, industry dominates.

Number of Parameters of Significant Machine Learning Systems by Sector, 1950-2022
Source: Epoch, 2022 | Chart: 2023 Al Index Report
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Al index report



https://aiindex.stanford.edu/report/

This underrepresentation of multilingual data partly reflects the lack of

access for researchers across the world.

Dataset Creator Representation by Country

Who creates popular Hsns we viswalion the demedty of comueizations thatrapeicresie thens datonsts formaching lonraleg i conbrast o the alion

I Ty p answer 'wha awns the data?

datasets?

wtar Datritution

Dataset creators are P

heavily skewed towards .’
the west, with few
datasets created in |
Latin America or Africa. |

Longpre et al.

2023



https://arxiv.org/pdf/2310.16787.pdf

This is a trend also reflected in who contributes research
publications.

Number of Al Publications (in Thousands)

300

270

240

210

180

150
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920

60

30

0

Number of Al Publications by Type, 2010-21

Source: Center for Security and Emerging Technology, 2022 | Chart: 2023 Al Index Report

\—/A

293.48, Journal

85.09, Conference

65.21, Repository

13.77, Book Chapter

2.76, Book

2010 201 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Figure 1.1.2

We are going
through a
boom cycle in
Al funding,
research and
the number of
overall
publications
has increased.

Al index report



https://aiindex.stanford.edu/report/

Who produces research remains narrow.

Al JOURNAL PUBLICATIONS (% of WORLD TOTAL) by REGION, 2010-21 La rge

e sty st e S b discrepancies

persist in who

participates in
research:

42.87%, East Asia and Pacific
40%

30%

/_/—_\ 22.70%, Europe and Central Asia SU b _Sa ha ran AfriCa

1.06%

Al Journal Publications (% of World Total)

. e ©36% Middie Eact and North Afr H H
.18%, Mi e East an ort! rica
= Latin America and
.
o
2010 2011 2012 2013 2014 2015 2016 20177 2018 2019 2020 2021 the Carlbbean

3.57%

0%

Al index report



https://aiindex.stanford.edu/report/

This geo disparity is also reflected in who attends
conferences like NeurlPS.

CONTINENT of RESIDENCE of PARTICIPANTS at NEURIPS WOMEN in MACHINE LEARNING WORKSHOP, 2021
Source: Women in Machine Learning, 2021 | Chart: 2022 Al Index Report

53.40%

53.40 % of
participants are
from North
America.

0% 10% 20% 30% 40% 50%
% of Respondents Figure 1.2.5

Al index report



https://aiindex.stanford.edu/report/

Compute trends also amplify the disparity in who
participates. Academia phased out, industry dominates.

Number of Parameters of Significant Machine Learning Systems by Sector, 1950-2022
Source: Epoch, 2022 | Chart: 2023 Al Index Report
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https://aiindex.stanford.edu/report/

Who participates in research also determines = who
shapes scientific breakthroughs.

Number of Significant Machine Learning Systems by Country, 2002-22 (Sum)

Source: Al Index, 2022 | Chart: 2023 Al Index Report
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21-60
61-255

Figure 1.2.5

Al index report



https://aiindex.stanford.edu/report/

Let this sink in — look at what continents are left out and
where breakthroughs come from.

Number of Significant Machine Learning Systems by Country, 2002-22 (Sum)

Source: Al Index, 2022 | Chart: 2023 Al Index Report
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Figure 1.2.5

Al index report



https://aiindex.stanford.edu/report/

“When you are not part of the
conversation, it happens to you
and not with you.”

Vukosl Marivate



Without robust multilingual
datasets to train models, we risk:

Introducing biases Marginalizing Creating a Introducing
and gaps in speakers of performance-divide security flaws.
performance languages not for languages with

towards languages included. limited datasets.

not included. .
[[Ahia et al. 2023]]

[Robinson et al.
20231

Accelerating multilingual Al through open science cohere.com/research/aya


https://aclanthology.org/2023.wmt-1.40.pdf
https://aclanthology.org/2023.wmt-1.40.pdf
https://arxiv.org/pdf/2305.13707.pdf

Performance on low resource languages are often double taxed -
with both worse generalization and higher cost

Ahia et al. find that API
calls are more
expensive for low
resource languages
because of number of
tokens.

= Cohere For AI
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Language Script

Figure 2: Average number of tokens by script after
tokenizing the Flores dataset. The fragmentation rate
is lower for Latin script languages and higher for other
scripts. Number of languages per language group is
indicated at the top of each bar.

Do All Languages Cost the Same?
Tokenization in the Era of Commercial Language Models

Orevaoghene Ahia®  Sachin Kumar®* Hila Gonen® Jungo Kasai®
David R. Mortensen®  Noah A. Smith°”  Yulia Tsvetkov®
°Paul G. Allen School of Computer Science & Engineering, University of Washington
*Language Technologies Institute, Carnegie Mellon University

Artificial Intelligence

Figure 1: We investigate the effects of subword tokeniza-
tion in LLMs across languages with different writing
systems. Our findings highlight disparities in the utility
of LLMs, as well as socio-economic disparities and in-
creased costs in using commercial APIs for speakers of
underrepresented languages. !

[ [Ahia

et al. 2023]]



https://arxiv.org/pdf/2305.13707.pdf

The brittleness of models on low resource languages undermines

overall safety.

Jailbreaking presents
higher success when
harmful prompt in a low
resource language -
particularly high rates
for zulu and gaelic.

Low-Resource Languages Jailbreak GPT-4

Zheng-Xin Yong, Cristina Menghini, Stephen H. Bach

Department of Computer Science
Brown University
Providence, RI 02906, USA

{contact‘yong, cristina_menghini, stephen_bach}@brown.edu

= Cohere For AI

Attack BYPASS (%) REJECT (%) UNCLEAR (%)
LRL-Combined Attacks 79.04 20.96

Zulu (zu) 53.08 17.12 29.80
Scots Gaelic (gd) 43.08 4519 11.73
Hmong (hnn) 28.85 4.62 66.53
Guarani (gn) 15.96 18.27 65.77
MRL-Combined Attacks 21.92 78.08
Ukranian (uk) 231 95.96 1.73
Bengali (bn) 13.27 80.77 5.96
Thai (th) 1038 85.96 3.66
Hebrew (he) 7.12 91.92 0.96
HRL-Combined Attacks 10.96 89.04
Simplified Mandarin (zh-CN) 2.69 95.96 135
Modern Standard Arabic (ar) 3.65 93.85 250
Italian (it) 0.58 99.23 0.19
Hindi (hi) 6.54 91.92 1.54
English (en) (No Translation) 0.96 99.04 0.00
AIM [8] 55.77 43.64 0.59
Base64 [44] 0.19 99.62 0.19
Prefix Injection [44] 250 97.31 0.19
Refusal Suppression [44] 11.92 87.50 0.58

Table 1: Attack success rate (percentage of the unsafe inputs bypassing GPT-4's content safety
guard:all) on the AdvBenchmark da(aset [49]. LRL indicates low-resource languages, MRL mid-
resource | and HRL higl We color and bold the most effective
translation-based jailbreaking melhod which is the LRL-combined attacks.

Abstract

d-teaming of large language models (LLMs) are measures
tion of unsafe content. Our work exposes the inherent
ility of these safety mechanisms, resulting from the lin-
fety training data, by successfully circumventing GPT-4's
slating unsafe English inputs into low-resource languages.
, GPT-4 engages with the unsafe translated inputs and
ms that can get the users towards their harmful goals 79%

par with or even surpassing state-of-the-art jailbreaking
id-resource languages have significantly lower attack suc-
sts that the cross-lingual vulnerability mainly applies to
5. Previously, limited training on low-resource languages
ers of those languages, causing technological disparities.
hlights a crucial shift: this deficiency now poses a risk to

available translation APIs enable anyone to exploit LLMs’
Iherefore, our work calls for a more holistic red-teaming
st mulnhngual safeguards with wide language coverage.
s paper les of harmful 1

[[Yong et al. 2023]]



https://arxiv.org/pdf/2310.02446.pdf

Multilingual models present higher levels of factual inconsistency
then in English.

“Both mBERT and XLM-R R0 S M P SEREeR

exhibit a high degree of

[ ist in English and

even more soforallthe || l\ ! .I 7| “| " | |\ il n[lﬂli l !I Il \MI!IJIM i
other 45 languages.” 7 egkan

[[[[[ ‘|l|li

< Cohere For Al [[Fierro et al. 2023]]
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https://aclanthology.org/2022.findings-acl.240.pdf

Our goal Is to unlock state of art
INn Multilingual generative
models. |t is an exciting time to
work on that problem — here is
why.



Several key changes to optimization over last few years have
led to breakthroughs in high resource language generation:

What are these breakthroughs?

= Cohere For AI



Several key changes to optimization over last few years have
led to breakthroughs in high resource language generation:

- Scaling

- Pre-training breakthroughs

- Change to multi-task finetuning
- Instruction finetuning

- RLHF

Low resource languages can disproportionately benefit from
the effectiveness of instruction finetuning.

= Cohere For AI



A “bigger is
better” race in
the number of
model
parameters has
gripped the
field of machine
learning.

= Cohere For AI
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le
le-1
le-12

AlphaGoZero

Neural Machine
Translation

TI7 Dota 1vl

VGG
ResNets

AlexNet

3.4-month doubling

Deep Belief Nets and
layer-wise pretraining ‘

DQN
TD-Gammon v2.1
BiLSTM for Speech
LeNet-5
NETtalk RNN for Speech
ALVINN
2-year doubling (Moore's Law)
ptron < F E Modern Era >
0 1970 1 ) 1990 2000 0 020

Canziani et al., 2016, Open Al 2019



https://arxiv.org/pdf/1605.07678.pdf
https://openai.com/blog/ai-and-compute/

This characterizes both vision and NLP tasks.

Bird’s-eye View

Data Size Model Size Training Volumet
(billion words) (billion parameters) (trillion tokens)
40 20 oo 24 TR
30 15 1.8
110
20 10 83 1.2
10 5 0.6
8 003 5 0.103 : 040403 :
2 £ F O T EEEEEE T EEEEEE
= B g vseﬁééézg 03+ﬁ§§§32
§ g E'Eag ".‘5(-’%0 E'Eag 'T‘.H[—a.bo
: i< E: f H5% EF S
C 2 a
= =

=< Cohere For AI Link here [Sharir et al. 2020]



https://www.sciencedirect.com/science/article/pii/S0743731518308773
https://arxiv.org/pdf/2004.08900.pdf

And involves large increases in both model and dataset sizes:

200 1.4
Billion Trillion
3 30
I\Tilll%?] Billion  Billion ‘
| . »
13 y.o. BERT RoOBERTa GPT-3 Chinchilla
Human (2018) (2019) (2020) (2022)

Number of tokens involved in training.

= Cohere For AI 1ink



https://babylm.github.io/

Pretraining on larger and larger datasets in an unsupervised

fashion.

Step 1:
Unsupervised
pre-training of
a transformer
model on a
massive web
crawled dataset
(i.e. train on
the internet).

= Cohere For AI

Text: Second Law of Robotics: A robot must obey the orders given it by human beings

Example #

1

Generated training examples

Input (features) Correct output (labels)
Second law of robotics - a
Second law of robotics - a robot
Second law of robotics 3 a robot must

https://jalammar.github.io/how-gpt3
-works-visualizations-animations/




Changed to multi-task fine-tuning. Moving to a single global
model - train on multiple tasks at once.

3 Fine-tuning

We wish to suggest a structure for the salt of deoxyribose:
nucleic acid (DNA). This structure has novel features
which are of considerable biological interest.

Small labeled Texs

datacet

Fine-tuned model

[ "translate English to German: That is good."

Topic: Biology (97%)

"Das ist gut."

"not acceptable”

“cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

Prediction Figure 1: A diagram of our text-to-text framework. Every task we consider—including

Finetuning on a single

task

= Cohere For AI

—_—

translation, question answering, and classification—is cast as feeding our model
text as input and training it to generate some target text. This allows us to use the
same model, loss function, hyperparameters, etc. across our diverse set of tasks. It
also provides a standard testbed for the methods included in our empirical survey.
“T5” refers to our model, which we dub the “Text-to-Text Transfer Transformer”.

Finetuning on many
different tasks



Why is this a big deal - it transitions from having custom models for
each task to having a single task-general model that can perform a lot
of tasks, which only require zero or few examples

Model for
sentiment analysis
Single model
Model for topic trained on
categorization multi-task
finetuning
Model for toxicity
mitigation

= Cohere For AI



There has been renewed interest in the types of data that lead to
powerful zero shot abilities — performing well on completely
unseen tasks.

Q Tell me a story about a wizard fish who goes to boarding school
' underwater.

!a There once was a fish with a special gift,
A wizard in his own right, so wise and deft.
He lived in an underwater school,
Where students gathered from far and wide.

Each day, the wizard fish would cast

A spell to protect the school from harm.
He'd conjure up a shield so strong and vast,
Keeping them all safe from any storm.

But one day, a fierce shark appeared,

With an army of evil fish, they'd been hired.
They came to destroy the wizard fish's school,
And take over the underwater rule.

The wizard fish knew he had to act,

So he gathered his friends, ready for the attack.
With his magic, he created a plan,

To outsmart the shark and win the game.




It turns out two ingredients have been particularly
important at leading to breakthroughs in
performance on zero and few shot tasks:

1. Instruction tuning - 2. Integrating human
Structuring multi-task feedback about
fine-tuning data as preferences

questions and
answers

= Cohere For AI
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What Is Instruction
Fine-Tuning?

Instruction Fine-Tuning (IFT) is a form of model training that enables models to better understand
and act upon instructions. It is based on the idea that we can use everyday language to ask a model
to perform a task and in return the model generates an accurate response in natural language.

Training

Instruct
model

Base

model
What film won the

2023 Oscar as best \_ J

bird an| Eyerything Everywhere
All at Once

Accelerating multilingual Al through open science cohere.com/research/aya




Instruction Tuning — Finetuning a LLM on a collection of tasks
described by instructions to improve performance on unseen
tasks.

NIV2

,
Poem
Sentiment

— ; ) e
3 Theres
S o retation at al between Forti
3 | Answer: posiive
2
& [There is no relation at il between Fortier and Profi
§ [fact.... The sentiment expressed for the movi
& |Answer: posiive
z ((There s norel Jation at al between Forter .. What s the &)
< | sentiment of this review?

[ s:

Analysis Cluster (Sups

tence as one of ‘positive or ‘negative.

Instructions: In this task, you need to identfy the sentiment of the
given

Input: nnw le biue berries. in these peaceful shades—
Output:

Questior

%g

~

n Answering Cluster (Partially Held-out) —

matter? (A) patenn HE)mema ical (C) potﬁue m)med
energy. P

-

Additic

ional Datasets ﬁ
< [ o ]
S [motual i

value
ion $g(a)
\boxed(i aom{:»s J)
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Fine-Tuning

.-
!
§ .
s
%!
e,

"y
z
-0
£
5
g

Leverage supervision to teach the
model to perform many NLP tasks.

__ Cause-Effect Cluster (Full Held-out) __

T
e R (Aym ear naiod. (8)

Qutput:
“The driver rotated the steering wheel. What s the effect?
OPTIONS:
T ca
- The car’
z 4t

=)
)
J

P R

Instruction-tune on
- Inference
many tasks: on task A

,C,D, ...

T ditver  rotated the Steering wheel effect:

Pretrained >
LM

o [instruction: You shouid complete the given text with another
@l = |input Thephy:knnmsdisnmsedmunem so
Y Z | Output: the surgery had to be car

Model learns to perform Inference on
many tasks via natural unseen task
language instructions T

Analysis Cluster (Supervised)

P

Question Answering Cluster (Partially Held- ou()

((An electric car runs on electricty via
Choose an answer from this list:

Theywim‘! make cartoons like they used to. This one had wit,
Z | great characters, .. What s the sentiment of this review?
o) NS:

i.e., zero-shot!

Jason Wei slides


https://docs.google.com/presentation/d/1mFcPtghIHD1ph3UCO6jD5m7FFkFsNKDoCH5llmzcnAw/edit?usp=sharing&resourcekey=0-TpEqXNzVmfZH-vId9OTCFg

This combination — of multitask training and instruction style
improves zero shot performance.

(o]
o

Held-out clusters

. | pe—t— Commonsense
70 / 63.5
61.9
59.3 59.2 60.8 — Average

55.0

49.9 ~NLI
50 77‘,—0& > Open-domain QA

30
# clusters: 1 2 3 4 5 6 7
(# datasets):  (11) (20) (26) (30) (34) (37) (39)
sl X X o
o Q cf >
> %) X ¢
\)(0(0 X\S e ‘80 x S N 6@ N 00

Clusters used for instruction tuning

Performance (%)
on held-out cluster

Finetuned language models are
< Cohere For AL zero-shot learners (Wei et al., 2021).



It also requires larger and larger models to take advantage of instruction
tuning (partly explaining our race to ever larger models).

70 . ;
Instruction tuning

60

Untuned model
50

40

Average zero-shot accuracy
on held-out tasks (%)

- 0.4B 2B 8B 688 137B

Model Size (# parameters)

Instruction tuning only improves performance on unseen tasks for models of certain size.

< Cohere For AI link



https://ai.googleblog.com/2021/10/introducing-flan-more-generalizable.html

Zero shot performance is particularly helpful for data limited
regimes.

e Data limited regimes struggle to realize
gains of fine-tuning.

e Fine-tuning large language models can be
expensive (which typically impacts low
resource languages more Oreva et al. 2021) —
would be great if a model generalized to a
task out of the box.

ACL Keynote,Conneau et al.

= Cohere For AI


https://arxiv.org/abs/2110.03036
https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116

This makes instruction finetuning a particular promising research
direction for multilingual, where there is a pronounced skew in the
“haves” and “have nots.”

\|"H‘m"m"“l‘||“\HH\HH\H\IHHHHIHlIHHl||||

S 5S.s S e B
FEEE SR EREEZ82E

Dataset size (in GB)
S

< 5> g ‘RAgS ws
25 _u‘—.oEE 52 "‘ 2g=a2g WEE— A En. 235 w:.x 2¥85 '">'—.?D—D-D

|l CommonCraw] B Wlklpedla

The long-tail of multilinguality, few high resource languages and many sparsely
populated languages.

=< Cohere For AI ACL Keynote,Conneau et al.



https://drive.google.com/file/d/1tjeZz8xbEL4peXgUTcucO-4Kaz4Vm-rm/view
https://arxiv.org/abs/1911.02116

Choenni et al. also observe that multi-task finetuning benefits
multilingual tasks in-distribution performance.

PAWSX - Positive samples removal

—o— de i
Cross-lingual sharing increases as §°° | - en 5
o . —&— es
finetuning progresses. 20 || i
—— ko
s

w
o

Languages can support

one another by playing both
reinforcing as well

as complementary roles.

N
o

Avg. % of confidence decrease
(=]
o

o

0 125 150 175 200 225 250

~< Cohere For AI [[Choenni et al. 2023]]



https://arxiv.org/pdf/2305.13286.pdf

This was the starting point for
our year long open science AYA
multilingual project kicked offt.
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s~ Aya Movement 54

14 month movement which resulted in state of art dataset
and model.

" .
w?Aya Dataset: An Open-Access Collection

" . .
ks : . =“Aya Model: An Instruction Finetuned
for Multilingual Instruction Tuning

Open-Access Multilingual Language Model

Shivalika Singh’l, Freddie Vargus’l, Daniel D’souza®!, Bérje F. Karlsson®2,
Abinaya Mahendiran®!, Wei-Yin Ko*3, Herumb Shandilya®!, Jay Patel?,
Deividas Mataciunas', Laura O’Mahony®, Mike Zhang®, Ramith Hettiarachchi’,
Joseph Wilson®, Marina Machado®, Luisa Souza Moura®, Dominik Krzeminski®,
Hakimeh Fadaeil, Irem Ergiin3, Ifeoma Okoh!, Aisha Alaagib!,

Oshan Mudannayake!, Zaid Alyafeai’, Vu Minh Chien!, Sebastian Ruder?,
Surya Guthikonda!, Emad A. Alghamdi'?, Sebastian Gehrmann'?!,
Niklas Muennighoff!, Max Bartolo®, Julia Kreutzer!?, Ahmet Ustiin'2,
Marzieh Fadaee'?, and Sara Hooker!?

Ahmet Ustiin®!, Viraat Aryabumi®!, Zheng-Xin Yong®?%*,
Wei-Yin Ko*?, Daniel D’souza®?, Gbemileke Onilude®,
Neel Bhandari?, Shivalika Singh?, Hui-Lee Ooi?, Amr Kayid?®,
Freddie Vargus?, Shayne Longpre®, Niklas Muennighoff?,
Marzieh Fadaee!, Julia Kreutzer!, and Sara Hooker!

!Cohere For Al, *Brown University, *Cohere, ‘Cohere For Al Community, *Carnegie Mellon University, *MIT

!Cohere For Al Community, 2Beijing Academy of Artificial Intelligence, *Cohere, “Binghamton University,
University of Limerick, °IT University of Copenhagen, "MIT, *University of Toronto, *King Fahd University of
Petroleum and Minerals, '°King Abdulaziz University, ASAS.Al, 'Bloomberg LP, *Cohere For Al

Read our research, Aya Dataset: An Read our research, Aya Model: An Instruction
Open-Access Collection for Multilingual Finetuned Open-Access Multilingual Language
Instruction Tuning. Model.

cohere.com/research/aya


https://arxiv.org/abs/2402.06619
https://arxiv.org/abs/2402.06619
https://arxiv.org/abs/2402.06619
https://arxiv.org/abs/2402.07827
https://arxiv.org/abs/2402.07827
https://arxiv.org/abs/2402.07827

Expanding multilingual to double languages. Comparison with

mTO (13B mT5, 46 Langs.) ]

BLOOMZ (175B BLOOM, 46 Langs.) J

={ mTOx (13B mT5, 101 Langs.) J

Bactrian-X (13B Llama, 52 Langs.) ]

OKAPI (7B Llama & BLOOM, 26 Langs.) J

= Cohere For AI



s- 03 Aya Dataset & Collection

Release largest multilingual data collection
to-date.

s Dataset s= Collection s Evaluation

65 lanuages 115 lanuages 101 lanuages

Mixture of human-curated,

Human-written instances Templating and Translating

from fluent native speakers existing datasets postedits, and translations

204K 1instances 513M instances 23Kinstances
https:/hf.co/datasets/CohereForAl/aya_dataset https:/hfco/datasets/CohereForAl/aya collection https:/hfco/datasets/CohereForAl/aya evaluation suite

Accelerating multilingual Al through open science cohere.com/research/aya



This was the starting point for
our year long open science AYA
multilingual project kicked offt.
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Aya Dataset
& Collection

Accelerating Multilingual Al through open cohere.com/research/aya




3000 collaborators building a cross-institutional dataset.

= Cohere For AI




3> 02 The People of Aya

A research initiative spanning 119 countries.

3 02 The People of Aya

Core team 1/2

Listed in

phabetical order

02 The People of Aya

Language Ambassa

Listed in alphabetical order.

=%
s g

The Core Team has been responsible for various tachnical slements of making
ality. Their contributions varied across building an accessible

Ayaa re:
strong baselines, exploring dats augmentation strategles,

interface, establishing strong.
I n regional

ensure responsible d

Language Ambassadors spread the word about Aya to speakers of th
langusge, recruit new contributors, support those contributors to ]
the goals of Aya data collection efforts, and celebrate progres

dors 1/3

= Cohere For AI

Language Ambassadors 2/3

Listed in alphabet

244

1

02 The People of Aya

L order.

Language Ambassadors 3/3

Listed in alphabetical order:

1 9

* 02 The People of Aya

guage, recruit new cor

Language Ambassadors spread the word about Aya to speakers of their
ntributors, support those contributors to understand

anguage,
the goals of Aya data collection efforts, and celebrate progress.

ose contributors to understand

Language Ambassadors spread the word about Aya to speakers of thei

language, recruit new con

tributors,

, support th

8!
the goals of Aya data collection efforts, and celebrate progr

A

-

The Core Team has been responsible for various technical elements of making
Aya a reality. Their contributions varied across building an accessible user
interface, establishing strong baselin entation strategies,

b s, exploring data augr
ensure responsible deployment, and coordinating regional contributions.

Core team 2/2

Listed in alphabetical order.

{feoma Okon

fl-L

> 02 The People of Aya
These organizations supported Aya by hosting events, providi
resources, and/or spreading awareness of the project, thereby facilitating
contributions and boosting language inclusion efforts.

Partner Organizations

GalsenAl

GalsenAl

SIMAD iLab

Universiti Walaysia Sarawak

<>

e Developer Student Clubs

Google Developer Student Clubs Google Developer Student Club KG College of Arts and Science
hapar Institute of Engineering imbato
B e i,

Rotaract {3}
Tensorfiow

Rotaract Club

1 TensorFlow

Linguistics Circle




Aya Dataset and
Collection -

We build a huge
collection of
multilingual
instruction data
with

manual curations,
quality check, and

"8g 6ag® 6adc dme" c» Suc Fraed Bove

Dgodo nds ¢?

s-Aya Dataset

650" 2O Bowng Tgoded o. 60O B 886
o etimdsa Bwm 388 mem néd e Bos.

"8g 6ag® 6ads dmE" oo Bac aes Dded

Qual é a origem do xaxado?

O xaxado tem origens associadas ao
Cangaco, onde cangaceiros, normalmente
homens, dangavam com rifles em

celebragdes. Com a entrada de mulheres nos

grupos, a participacao feminina na danca
também se expandiu.

¥ *Aya Collection

Text Classification

)(C

Natural Language Generation

-

( Prompt

2]

C

UY
v)

Prompt

either positive, negative, or neutral \nf{tweet}}

Classify the sentiment of the following tweet with

What is the corresponding translation in
{{target_lang}} of the following sentence : {{source}}

( Completion

)

Iwould classify the given tweet as: {{label}}

M)

Completion

The translation of the sentence to {{target_lang}}:

\r

1}

(@D +2Translated Text Classification datasets )

xlel_wd

Saual oacks saglas da (sloyledl (o3l pal yababeal 5 Lsi

G 13 STo3ag o1l ol b 59 siglos

LA ) (39338 4S Cannl (al p3 i 48 ) Ll
S da ()L o Ll o 1y Shaud (loal (s paboleal

NTX_LLM_Instruct_{language}

UNER_LLM_Inst_{language}

2sd) Dis Sabeso wod dne3?

48 GLapllyAT 1 G ol sl Lokl Slaud § Causlossudis NusaX-senti
o dog pladilyen 9 23S HLET BLS (LS § sl 3
29 RS GuealediyS MasakhaNEWS
AfriSenti

2sd) Dis Sabersod Qoen IrDHeo 8D

©F0. &I T Bolisso Frc. 38

BYI0EY & Aei) TP, DY)

DBDIED &8 D08 T T Hes I Sy L

addren Se’ wdSowrd”

HEEEEE

(o Urdu-Instruct-News-Category-Classification

Qg

IMDB-Dutch-Instruct

scirepeval biomimicry

\A_AA AN A AN/

Berikan jawapan untuk teka-teki berikut: P ialah
Apakah jenama tingkap yang paling ramai ind

orang guna?

ft kerana

"window" b

|

Question Answering

tingkap dalam bahasa Inggeris) ialah salah

satu sistem operasi yang banyak digunakan

oleh ramai orang di seluruh dunia.

Inis dom faoi Baile Atha Cliath.

Is é Baile Atha Cliath, n6 Dublin i mBéarla,
priomhchathair na hEireann agus é ar an
gcathair is mé sa tir freisin. Ta sé suite in

+8 lated NL EEe

IndicSentiment-instruct

xwikis

{language}_instruct_stories

Lijnews-instruct-{lang_pair)

scb_mt_2020_{lang_pair}_prompt

SEED-instruct{lang_pair}

wiki_split

Persian_instruction_pn

arpa-aya

Turku-paraphrase-corpus

oirthear na tire, cois Life agus ar imeall Mhuir
Eireann. T4 breis is 1.6 millidn duine ina gcénai
i mércheantar Bhaile Atha Cliath agus deirtear
go dtiocfaidh borradh agus fas ar an daonra sa
todhchai.

translation.

Shay ay Soomaali badan cunaan maalin walba
oo dadk qaar ay ku adagtahay la'aantiisa in ay
cuntada cunaan waa Mooska. Mooska dad
badan oo Soomali ah way jecelyihiin, wuxuuna
ka mid yahay waxyaabaha dalka uu ku caan
e baxay in uu dhoofiyo.

Maxaa waaye shay ay Soomaali badan cunaan

maalin walba oo dadk qaar ay ku adagtahay
la'aantiisa in ay cuntada cunaan?

LLM-Japanese-vanilla-instruct

Thai-wiktionary-prompt

Ambharic-QA

Hindi-article-summarization/generation

Prompt ) FarsTail-Instruct-LLM
What category does this question come from: 5 3
{{question] 'text'J}? Tamil_stories
C Compl D Joke_explanation
This question can come from category: =
{{document(’kind'J}}. Thirukkural
+9 Translated QA datasets ) Annotated_news_summary
X-CSQA (X-CSR) ) Thai-Pos-prompt
AfriQA ) SODA
Mintaka ) Urdu-Instruct-News-{task}
TeluguRiddles ) UA_Gec_instruction_tuning
)

\uvuuvvvuvvvvuvuuuuuuuu

aya_human_annotated

| 3*Aya Evaluation Suite

dolly-human-edited

GHOEEEA00EAEEAAGAEEREEEE

\_/

dolly_machine_translated

\_/

= Cohere For AI



Aya Dataset and Collection is the largest instruction mixture with
permissive licence

Dataset #Instances #Langs % English ~ Generation method Permissive
license

Llama2 IFT data [Touvron NA 27 90% Human-annotations SFT datasets X

et al., 2023]

Alpaca [Taori et al., 2023] 52K 1 100% Synthetic data generation IFT datasets ~

P3 [Sanh et al., 2022] 12M 1 100% Template generation given applied to En- v
glish datasets

Flan 2022 [Longpre et al., 15M 60 100% Template generation applied to English v

2023a] datasets

xP3 [Muennighoff et al., 2023c] 81M 46 39% Template generation applied to English v
datasets

Sweinstruct [Holmstrém & 68K 1 0% Machine translation English IFT datasets ~

Doostmohammadi, 2023]

Okapi [Dac Lai et al., 2023] 158K 26 45% Machine translation English IFT datasets v

Bactrian-X [Li et al., 2023a] 3.4M 52 2% Machine translation + synthetic data ~
generation

Tempe Geeratxon and transting ex- 7
isting datasets

Aya Collection 513M 114 3.5%

Table 1: Comparison of different instruction-tuning datasets. v'represents permissive licenses that
allow commercial use while ~ represents restrictive licenses that do not allow commercial use.
=< Xrepresents non availability of license.



Exceptional contribution for low-resource languages!

. . . Overall Top 10 Languages Scoreboard for Task 1
Total Contributions per Region e ..
60 Hausa
52.18%
50 - Kyrgyz
g 40 - Plateau Malagasy
g 32.49% Portuguese (LatAm)
830 w
5 Q Sinhala
'L) 2
o 20 e Sl
[a 5 malil
10 A Tamil
0 - Telugu
2 2> (2 2 <
2 & R B & Vietnamese
.(\V“ Wolof
X
N

0 4,600 8.600 12.600 16,000 20,000
NUMBER OF UNIQUE SUBMISSIONS
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We also found it important to reward quality in the Ul with an AYA score.

Open science
contributors review each
other, resulting already
in clear gains in quality.

This allows us to
estimate quality at scale
with a ever changing
annotator pool.

= Cohere For AI

© Leaderboard

Daily Weekly @ Language

Languages Points Quality  AyaScore &

suryaguthikonda Telugu

huilee_ Chinese (Simplified), Chinese
(Traditional), English, Standard
(VEIEW

_mohamdy Egyptian Arabic, English,
Standard Arabic

zaidalyafeai Egyptian Arabic, English,
Standard Arabic, Ta'izzi-Adeni
Arabic

Chinese (Simplified), English,
Standard Malay



Not only quantity but also quality — longer multilingual instructions

Avg # characters

3000

2500

N
o
o
o

1500

fary
o
o
o

500

AYA original
annotations

xP3x dataset

Prompt Length vs. Quality

0.0

0.2 0.4 0.6 0.8 1.0

Average Approval Ratio

= Cohere For AI
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Aya Collection Surpasses
terms of quality

The quality of instruction data
significantly influences the
performance of the fine-tuned
language model.

Through a global assessment, we
enlisted annotators to assess
the quality of various
multilingual data collections.
This process revealed that Aya's
original annotations received the
highest approval ratings from
both native and fluent speakers.

Accelerating multilingual Al through open science

Previous Multilingual Datasets in

Average approval ratio

EXISTING -
DATASETS '
AYA
TEMPLATED 0.66
DATASETS

AYA
DATASETS

AYA ORIGINAL
ANNOTATIONS

0.81

1.0

cohere.com/research/aya
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Aya Model
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Aya model is a massively multilingual instruction-following LLM with a diverse
multilingual data mixture and comprehensive evaluation suite

. .
Training Evaluation
r( Zero-shot unseen tasks j
xP3x XCOPA )
3% Aya Collection XNLI )
Data Provanance Collection @ XStoryCloze )
| L(o XWinograd )J
r( 5-shot unseen tasks j
L@ MMLU (translated) )J
(/ \ )
n-distributi |
Flan Collection ( i osinekailitid oo )
Dolly-15k i %
XLSum
Mintaka
300M - 13B k Tydi-0A )J
(o
(o Human evaluation )
GPT-4 simulated win-
Instruction finetuning example - L(m P8 simulated win-rates )J
-
C Prompt C Safety D)
What day is followed by Saturday? jloxcitydstection )
C T @ Harmfulness for adversarial prompts )
mpletion
- Open-ended generation toxicity )
Saturday is followed by Sunday.
alurcay s olowed by Sunday. (o Gender bias in machine translation )
A >~ ==




Expanding to double languages. Comparison with

mTO (13B mT5, 46 Langs.) ]

BLOOMZ (175B BLOOM, 46 Langs.) J

={ mTOx (13B mT5, 101 Langs.) J

Bactrian-X (13B Llama, 52 Langs.) ]

OKAPI (7B Llama & BLOOM, 26 Langs.) J

= Cohere For AI



How to improve data quality and
diversity?



Large scale datasets are typically an unknown.

Data is randomly crawled from the internet

Billions of examples

Data quality is low

Manual inspection / validation is simply impossible

Simple automated techniques already in place for data cleaning

Dataset # documents  # tokens size

C4.EN.NOCLEAN 1.1 billion 1.4 trillion 2.3 TB
C4.EN.NOBLOCKLIST 395 million 198 billion 380 GB
C4.EN 365 million 156 billion 305 GB

= Cohere For AL 71



The volume of data typically used for state of art training is
infeasible for comprehensive auditing or labelling.

Bird’s-eye View

Data Size
(billion words)
40
30
20
10
0
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https://www.sciencedirect.com/science/article/pii/S0743731518308773
https://arxiv.org/pdf/2004.08900.pdf

Instruction finetuning datasets despite being smaller are
also increasingly opaque.

Covtection Prorexry Counts Text Lins Dataser Tres
Darasers  Diarogs Tasks Lancs Torics Domains  Downs ‘lNrr Ter |Souree Z F C R M Uss O
It has become the norm el R AEEi o
Alpaca 1 sk 8§ 1 10 1 100k |505 270| @ v ov
AnthropicHH | 1 16k 3 1 10 1 &k |6 311 @ v
° BaizeChat 4 210k 12 2 3 3 <k |74 234 @ v ov
BookSum 17k 4 1 10 1 <k |14k %|B v °
u V CamelAl Sci. 3 6k 2 1 29 1 <k (190 2| @ v ov
CoT Coll. 6 218k 12 7 29 1 <lk 728 265 @ v ov
Code Alpaca 1 3 2 10 1 5k |97 19 @ v v
éé M ?” CommitPackFT | 277 1 278 751 1 4k (645 784| B v
sets of “collections” - a ST R LT LB
Evol-Instr. 2 m 2 17 1 2 |50 2% @v
= s | oaza R L
GPT-4-Alpaca 1 7 1 10 1 1k |130 53| @ v
GPT4AI] 7 10 1 56 1 <k 88 1k @ v
set of tasks where often et 5 o EH
Gorilla 1 4 2 10 2 <k |19 7| @ v
HC3 12 6 2 12 6 2 |19 62| @ v
Joke Expl. 1 2 1 10 1 <k |% v
data provenance or CalEE R R L
LIMA 5 0 2 4 6 3k |28 ve v e
Longform 7 1 6 4 3k |810 v v
. . . OpAsst OctoPack 1 3 20 10 1 <k |18 v
OpenAlSumm. 1 5 1 10 1 14k |1k v v
characteristics is not e R T D
OpenOrca 4 424 1 1 30 23 28k |1k 42| @ v ov
SHP 18 39k 6 2 151 1 4k |824 49 @ v
Self-Instruct 1 8k 6 2 10 1 3k |13 104 @ v v
ShareGPT 17k 9 1 10 2 <k 308 1k| @ v ev
° StackExchange 1 10607k 1 2 10 1 <1k |1k 901|@ v
StarCoder 1 <k 1 2 10 1 <k [195 504| @ v
Tasksourcelns. 288 3397k 13 1 582 20 <1k |518 18| T v ov
TasksourceST 229 338k 15 1 477 18 <1k |3k 6| @ v ov
TinyStories 1 1k 4 1 10 1 12k 517 194k| @ v v
Tool-Llama 1 3k 2 2 10 1 BT v ev
UltraChat 1 1468k 7 1 11 2 2% [282 k| @ v v ev
UnnaturalInstr. 1 66k 4 1 10 1 <1k [331 68| @ v v
WebGPT 5 2k 4 1 3 3 Ik |77 3 @ v v
XP3x 467 886240k 5 245 151 14 <1k |589 441 B v °

“The Data Provenance Initiative:
= Cohere For AI A Large Scale Audit of Dataset Licensing & Attribution in Al” Longpre et al. 2023



https://arxiv.org/pdf/2310.16787.pdf
https://arxiv.org/pdf/2310.16787.pdf

Data pruning and weighting is a promising direction.

There is increasing
evidence that efforts to
better curate training
corpus, including
deduping, pruning data
and increasing the
available training corpus
size can compensate for
the need for larger
networks and/or improve
training dynamics.

= Cohere For AI

% train examples with % valid with

’ dupintrain dupinvalid dupin train

C4 3.04% 1.59% 4.60%
RealNews 13.63% 1.25% 14.35%
LMI1B 4.86% 0.07% 4.92%
Wiki40B 0.39% 0.26% 0.72%

Table 2: The fraction of examples
NEARDUP as near-duplicates.

identified by

Lee et al. 2022

Data-Constrained Scaling Laws

Allocating compute when repeating

Figure 1: Return and Allocation when repeating data. (Left): Loss of LLMs (4.2B parameters)
scaled on repeated data decays predictably (§6). (Right): To maximize performance when repeating,
our data-constrained scaling laws and empirical data suggest training smaller models for more epochs
in contrast to what assuming Chinchilla scaling laws [42] hold for repeated data would predict (§5).

...are this percent correct or less.

801
60 1

401

209

_ —=— CCAligned
—#— ParaCrawl|
WikiMatrix
=»— OSCAR
-8 mC4

20 40 60 80 100
This percent of language corpora in this dataset...

Figure 1: Fraction of languages in each dataset below
a given quality threshold (percent correct).

Muennighoff et al.

2023

Kreutzer at al. 2022



https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00447/109285
https://arxiv.org/pdf/2107.06499.pdf
https://arxiv.org/pdf/2305.16264.pdf
https://arxiv.org/pdf/2305.16264.pdf

Our recent work was at the
pre-training level — showing
internet level scale shows we
can improve over our
no-pruning baseline while
training on as little as 30% of
the original training dataset.

= Cohere For AI

When Less is More:
Investigating Data Pruning for Pretraining
LLMs at Scale

Luiza Pozzobon
Cohere for AI

luiza@cohere.com

Ahmet Ustiin
Cohere for AI
ahmet@cohere.com
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Cohere for AI
maxwell@cohere.com

Sara Hooker
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Abstract

Large volumes of text data have contributed significantly to the development of large language
models (LLMs) in recent years. This data is typically acquired by scraping the internet, leading
to pretraining datasets comprised of noisy web text. To date, efforts to prune these datasets down
to a higher quality subset have relied on hand-crafted heuristics encoded as rule-based filters. In
this work, we take a wider view and explore scalable estimates of data quality that can be used to
systematically measure the quality of pretraining data. We perform a rigorous comparison at scale
of the simple data quality estimator of perplexity, as well as more sophisticated and computationally

intoncive actimatac nf tha Brrar T.9 Narm ond momarizatinn Thaca matrice avre nicad +n vanls and

[[Marion et al. 2023]]



https://arxiv.org/abs/2309.04564

For RLHF, our recent work also look at how to prioritize limited
human annotation time.

Which Prompts Make The Difference?
Data Prioritization For Efficient Human

We reduce instances of indecisive LLM Evaluation

(Or “tie") OUtcomes by up to 54% Meriem Boubdir Edward Kim Beyza Ermis

Cohere for AI Cohere Cohere for AI
Com pa red tO a ra N dOm Sa m ple meri.boubdir@gmail.com edward@cohere.com beyza@cohere.com

When fOCUSing on the tOp-ZO Marzieh Fadaee Sara Hooker
Cohere for AI Cohere for Al

perCentile Of prioritized instances. marzieh@cohere.com sarahooker@cohere.com

Abstract

This helps Save Valuable human Human evaluation is increasingly critical for assessing large language models, capturing linguis-

. tic nuances, and reflecting user preferences more accurately than traditional automated metrics.
feed baCk for the most |mporta nt However, the resource-intensive nature of this type of annotation process poses significant chal-

lenges. The key question driving our work: is it feasible to minimize human-in-the-loop feedback
in Sta nce S. by prioritizing data instances which most effectively distinguish between models? We evaluate sev-
eral metric-based methods and find that these metrics enhance the efficiency of human evaluations
by minimizing the number of required annotations, thus saving time and cost, while ensuring a
robust performance evaluation. We show that our method is effective across widely used model
families, reducing instances of indecisive (or “tie”) outcomes by up to 54% compared to a random
sample when focusing on the top-20 percentile of prioritized instances. This potential reduction in
required human effort positions our approach as a valuable strategy in future large language model
evaluations.

[[Boubdir et al. 2023]]


https://arxiv.org/pdf/2310.14424.pdf

For instruction-finetuning there is the question of task mixing, task
coverage diversity and the impact on quality.

Combining 4 Insights

Scaling ” Enriching ” Balancing ”
to 1836 Tasks Task Diversity Task IrCe

%  Outperforms prior work by 3-17%

| CONTRIBUTIONS> % Better computational efficiency for next finetuning

%  Open Source Flan Collection

~< Cohere For AI [[Lonqpre et al. 2@22]]



https://arxiv.org/pdf/2301.13688.pdf

Our learnings from AYA:

Currently available
open source
multilingual instruction
finetuning datasets
have extremely short
completions.

Also suffers from
extremely low prompt
diversity.

| X Non-C ? i u fied A synthetic (OpenAl GPT-4) % Synthetic (Other)

£ o £ s
g - B -
- x @ =

" : . e
g - 5 = e
e x SR8 a /7
P % [
% vm§ X £ * g 'mi
0 = FHEK g o2
© i (-

Input Text Length Input Text Length
(a) License Use Categories vs Text Lengths (b) Synthetic/Regular Datasets vs Text Lengths

Figure 5: Across finetuning datasets, we visualize their mean input (x-axis) and target (y-axis) text lengths,
measured in log-scaled number of words. The colors indicate either their license use category (left) or
whether they were machine generated or human collected (right). Long target texts are represented in large
part by Non-Commercial and Synthetic datasets, that are often generated by commercial APIs.

[ [Longpre et al. 20822]]
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We collected feedback from native speakers on each dataset, and
ound a large spread in perceived quality of datasets.

Average thumbs up ratio per dataset

AfriQA |

CNN_DAILYMAIL {

MLQA_en {
flan2021_submix_original_wiki_lingua_english_en {
HOTPOTQA {

soda {

nq_open i

masakhane-news {

cot_submix_original {

dolly_train_translation {

Adversarial_QA {
flan2021_submix_original_unified_qa_science_inst §
paws_labeled |

wiki_qa {

translated_xlel_wd_wikipedia_zero-shot {

wiki_split

translated_xlel_wd_wikinews_cross-domain {

Dataset Name

flan2021_submix_original_lambada i
adithya7_xlel_wd {
translated_mintaka {
translated_wiki_split {
xp3_khalidalt_tydiqa-primary {
translated_joke_explaination |
xp3_khalidalt_tydiga-goldp 4
custom-promptsource-projection {
xp3_GEM_xIsum |
xp3_xquad_xquad {
AmazonScience_mintaka {
TurkuNLP_turku_paraphrase_corpus i
xp3_paws-x |

xp3_GEM_BiSECT { P

0.0 0.2 04 0.6 08
Average Thumbs Up Ratio
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Extremely short completions — often a symptom of instruction

finetuned datasets constructed using templates.

Here is a review left by a customer on a product. Would you say he was satisfied
or dissatisfied?

Title: Could have picked better sketches

Review: It's not Jimmy's fault that they picked not so good sketches for this DVD.
| love Jimmy and the fact that he would crack up in the middle of the sketches
made the sketches all the more hilarious and made him even more charming. |
think that's why people love him. He was the BEST thing to ever happened to
SNL.As for this DVD, the Weekend Updates are priceless and | love the "Drinkin

Question: "The homepages of many websites removed all advertisements and
what other change?"

Context: "Many websites converted their home page to black and white; Sina.com
and Sohu, major internet portals, limited their homepages to news items and
removed all advertisements. Chinese video sharing websites Youku and Tudou
displayed a black background and placed multiple videos showing earthquake
footage and news reports. The Chinese version of MSN, cn.msn.com, also
displayed banner ads about the earthquake and the relief efforts. Other
entertainment websites, including various gaming sites, such as the Chinese
servers for World of Warcraft, had shut down altogether, or had corresponding
links to earthquake donations. After the moments of silence, in Tiananmen
Square, crowds spontaneously burst out cheering various slogans, including
"Long Live China". Casinos in Macau closed down."

Answer:

in the Woods" segment. They could have picked better sketches though. The
audio commentary from Jimmy and the writers are hilarious in itself. And | almost
forgot about that his SNL audition is on there too. You can tell he's kinda nervous
or he seems nervous to me cause he's soft spoken, but his performance in that
audition doesn't show it at all.| put 4 stars cause it's not that great, but it's not that
bad. All in all, if you're a Jimmy fan, it's a great addition to your DVD collection.

satisfied
®

limited their homepages

[ [Longpre et al. 20822]]
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And consistent with results that show that the most
permissive licensed datasets tend to have the shortest

completions.

Commercial
licenses have
mean target
length of 102.7
vs 1580 for the
more restrictive
non-commercial

METRICS COMMERCIAL UNSPECIFIED NC / A-O
MEeaN EnTrROPY MEAN  ENTROPY MEeaN ENTROPY

Tasks 1.7+0.1 0.61 1.6+0.1 0.53 3.4402 0.69
LANGUAGES 1.3+£0.0 0.52 1.240.0 0.16 1.1+0.0 0.45
Torics 8.2+0.2 0.70 9.240.1 0.75 9.1+0.2 0.77
SOURCES 1.640.1 0.67 1.8+0.1 0.72 4.2413 0.78
INPUT TEXT LENGTHS |1043.4+1519] 6.37 |860.2+67.7] 6.66 |950.3+1129 | 6.46
TarGer Text LENGTHS | 102.7+14.6 439 |90.5+143 | 4.09 |1580.7+965.6| 5.37
SYRTHETTC T2 87T T = TS 6 /017 = L: 3o o RN R =

Table 3: The mean number of features (e.g. tasks or languages) per dataset, and the mean entropy of the
distribution, representing the diversity of categories. Non-Commercial / Academic-Only datasets have
consistently and statistically higher task, topic, and source variety than Commercial datasets. We use
Normalized Shannon Entropy for discrete features, and Differential Entropy for continuous features, which
are both measures of randomness.

[ [Longpre et al. 20822]]
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Lack of prompt diversity — partly a symptom of having very
few people contribute prompt templates.

First sentence of the article: authorities in western china have executed ## people
, among them a bus driver who hit and killed two people while driving at night with
his lights off , a state-run newspaper said .

Title: china executes ## for crimes

authorities intercepted ## iraqi kurds on a barren aegean islet monday and
arrested two turks accused of smuggling the group into greece , reports said .

## illegal immigrants found ; smuggling
Generate a title for this article: suspects arrested

authorities say a misunderstanding about a jewish prayer ritual led to the
diversion of a us airways flight to philadelphia .

Given the above sentence, write its title: us flight diverted after confusion over prayer




We aggressively manually pruned by removing dataset/prompts with
very short answers or with ones with similar prompts (no diversity)

( D\ We removed 50% of prompt
xP3x - cleaned templates across 47

datasets from English split

with low quality (in xP3Xx).

We have manually
inspected, annotated xP3x

and removed much N )
of the worst

academic datasets

with short

completions, not

conversational style.
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50% in English and 44% in non-English templates are filtered out

English-only Pruning Statistics Multilingual Pruning Statistics

323 164
BN Total [ Pruned 160

N Total = Pruned

300 —
140 —
250
120 —

200 100 —

150 — 80

60 —
100 —

40

50 —

Tasks Datasets Tasks Datasets
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We removed dataset/prompts with very short answers g@r with
ones with similar prompts (no diversity)

[
[boolq_super_glue/could you tell me...]
"inputs": "United States raw milk debate -- The FDA considers hard, aged cheese, such as parmesan
and cheddar, made from raw milk to be generally safe for consumption; soft cheese made from raw
milk is considered unsafe. [...] Having read that, could you tell me is all cheese in the unit
states pasteurized?
"output" : IINOII

\_

-
[ggp_glue/answer]
"inputs"”: "Can an answer to "Are there any happily married couples whose kundli didn't match?"
also be used to answer "Are there happily married couples, whose kundli didn't matched?"?
"output”: "Yes"

\_

= Cohere For AI



We combined Aya dataset and collection with existing
**high-quality** instructions

4 )

Carefully selected and pruned multilingual
templates from 3 sources:

Finetuning 1)  xP3x, a multilingual collection of
(— T — acadenic datasets 101 languages
@ xP3x / 2) Aya Template Collection, templated guag
@ LT D data subset from AYA Collection L
O ) 3) Data Provenance Collection, 203 million examples

permissively licenced data collection

J

(2] Flan Collection )

A ) Aya Dataset, a fully human-curated dataset
Mintaka ) . .
. ~ of instructions
(7 syheticdaageneraton ) Machine translated datasets into 93
\ ShareGPT-Comman d ) languages
Instruction finetuning example
[ Prompt D
:V"“'d"”m'"’““ys“"'d“? N Synthetic instructions generated by Cohere
C q .
- Command and translated afterward into 93
Saturday is followed by Sunday.
languages
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Optimization Open Questions. Is
translation a viable
augmentation strategy?



Our final training mix consisted of templated data, rare human annotations and
translated data. But how to select the right balance of each?

Carefully selected and
pruned multilingual
templates

Training

Human curated
Aya Dataset and
4__,,,,,,,,///”””—————__——"Collection

Machine translated
___——» datasets into 101
languages

- Aya Collection

Data Provanance Collection

Flan Collection

Dolly-15k
g-

101 languages
203M example

Mintaka

Massive multilingual

.................. svnthetic inst iy instruction tuning
ynthetlCc 1NSTtructions mixture

powered by Command

C Prompt D
What day is followed by Saturday?

C Completion )

Saturday is followed by Sunday.
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For each weighting ablation we trained a separate model.

HUMAN ANNOT. ° TEMPLATE : TRANSLATION
Weighting name : Aya xP3x Lt f ShareGPT-
, et - Templates Provenance L ‘ranslations Command
Human Annot. Heavy 25 4 20 6 30 15
Translation Heavy 10 1.5 15 3.5 42.5 22.5
Template Heavy 20 10 30 0 20 10

Table 3: Data sampling ablation with different weighting schemes for each data source for training.
Our training budget is 25M samples, and these weights describe the % of the training budget they are
allocated. We group each data source based on type into Human Annotated (HA), Templated, and
Translated. Based on these groups, we assign different weighting schemes: (1) Human Annotation
Heavy which upweights the Aya Dataset; (2) Translation heavy which comparatively upweights the
Aya Translations and ShareGPT-Command which are both translated into 93 languages; and (3)
Template heavy which upweights the Aya Collection, xP3x, and Data Provenance. The results of
the different weighting ablations are presented in Section 5.
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To evaluate: Extensive multilingual evaluation on multiple

evaluation categories on many languages

Evaluation at a glance:

LLM simulated eval
Safety eval

Toxicity detection

Harmfulness for adversarial prompts

Open-ended generation toxicity

Gender bias in machine translation

/
. 'a ~N
£
Evaluation Unseen tasks, or tasks the model has
( ro-shotunseen tasks )) not been trained on:
C Z D trained on 99 languages
(@ XCOPA ) / 1) Discriminative, to test how the
X ) model distinguishes between
(@ XStoryCloze J different types of inputs
(@ XWinograd )
b < 2) General purpose, to test the
C Sishottimsoan dataset ) / models ability to handle diverse 13 datasets
L(m MMLU (translated) )J Situ atio ns
( In-distributi luati )) ~ = . . .
E. nidisribuion svalustion 3 6 distinct evaluation types:
93 FLORES
@ e 9 In-distribution generative tasks, to test e  Unseen zero-shot tasks
T p for generation of new outputs based on e  General purpose unseen
:L — ; statistical distribution of original model dataset (5-shot)
pen-ended genel ion
@ T 3 ° In-distribution generative
ORI )) Human and simulated evaluation, to test tasks
(C e D) quality and nuances of responses Human eval
@ D,
@ D,
D
© )

Safety, toxicity, and bias measures, to test
for harmful outputs.

N
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We see on both unseen zero-shot tasks and in-distribution
generative tasks benefit from translation variant the most (on

average).

Held out tasks (Accuracy %)

Model Base Model IFT Mixture XCOPA XNLI XSC XWNG Avg
46 Languages

MTO mT5 13B xP3 756 553 872 736 729
BLOOMZ BLOOM 176B xP3 64.3 52.0 82.6 63.3 65.5
52 Languages

BAcTRIAN-X 13B Llama 13B Bactrian-X 524 345 51.8 50.5 47.3
101 Languages

MTOXx mT5 13B xP3x 717 459 85.1 60.6 65.8
Aya (human-anno-heavy) mT5 13B All Mixture 76.5 59.2 89.3 70.6 73.9
Aya (template-heavy) mT5 13B All Mixture 77.3 583 91.2 73.7 75.1
*Aya (translation-heavy) mT5 13B All Mixture 76.7 58.3  90.0 70.7 73.9

Table 5: Results for held-out task evaluation. Results are averaged across all splits of XCOPA,
XNLI, XStoryCloze, and XWinoGrad. * Aya (translation-heavy) is used as the final Aya model.
See § 5.6 for detailed analysis.

Generative Tasks

Model IFT Mixture FLORES-200 (spBleu) XLSum (RougeLsum) Tydi-QA (F1)
101 Languages X— En En - X

MTOx xP3x 20.2 14.5 21.6 76.1
Aya (human-anno-heavy) All Mixture 25.1 18.9 22.2 77.9
Aya (templated-heavy) All Mixture 25.0 18.6 23.2 78.8

* Aya (translation-heavy) All Mixture 29.1 19.0 22.0 77.8

Table 7: Generative tasks’ results based on different dataset sample weighting. Here the Trans-
lation Heavy weighting has the highest Bleu score on Flores and the Template Heavy weight-
ing has the highest RougeLsum and F1 scores on XLSum and Tydiqa respectively. *Aya
(translation-heavy) is used as the final Aya model. See § 5.6 for detailed analysis.
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However, even when weighted towards translation — each data
source contributes to the downstream performance

80 90
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For final Aya translate model — we observe larger improvement in

MR and LR languages

B mTOox [ AYA

accuracy

o o

HR

MR LR

(a) Unseen Discriminative Tasks

5
o

w
w

accuracy

N
w

w
o

B mT0x [l AYA

MR LR

(b) Multilingual MMLU
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3 AYA (en to x)

338

B mTO0x {x to en)
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(c¢) Generative Task: FLORES

Figure 3: Generative and discriminative performance of models in high (HR), medium (MR), and
low-resource (LR) language groups.
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Optimization Open Questions: IS
there a tension between
performance on discriminative
tasks and open ended tasks?



We observe a tension between discriminative tasks and
open-ended generations. This is tension between how models
used to be evaluated (academic benchmarks) vs used today.

Aya vs mTO on Benchmarks

. Aya mTOX [ _ " el
spal -
0 e -
hin . a
T = iy
75 fra [
eng i
e v (- - AYA
arb 1
. A = mT0
0 200 400 600 800 1000
25 22 214
I I Figure 6: Completion lengths by char-
o acters for the Aya and mT0 models in

Sentence S Slmme Dolly test set for various languages.
ing

1111111111111111111111111111
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Academic benchmarks often require short completions. Are not
representative of how humans want to engage with language
models.

T English:
Discriminative Sentence 1: The options are not that attractive.
tasks Sentence 2: The choices are not too appealing.

Label: Entailment

XNLI

XCOPA
XWino

XStory
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Aya model presents much more fluid and longer completions, so
discriminative tasks alone don’t capture gap in quality.

T Pt S — |. — ) EYSITUI Ao e
[ mTOx hind Lo -
'.A A
199 ) EES -
83.4 . ..... ‘
75 eng l i _
s arb . AYA
. : .I = mT0
0 200 400 600 800 1000
25 s 22 21.4
I I Figure 6: Completion lengths by char-
o acters for the Aya and mTO0 models in
P v e b o e M Dolly test set for various languages.
Inference
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Gap between model quality becomes much more clear when
using human win rate comparisons.

Which completion is better given

following prompt?

e
mTO

"inputs"”: "What are 5 ways to eat
apples?”

"output”: "eating apples raw"

-

AYA )

"inputs": "What are 5 ways to eat apples?”

"output”: "1. Cut the apple into halves and
place them in a bowl. 2. Add a few drops of
lemon juice and eat the apple as a side. 3.
Cut the apple into slices and place them in
a bowl. 4. Add a few drops of lemon juice"

J
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Human eval comparisons show dominant preference for Aya vs
mTO (46 language), mTOx (101 language), BX (52 language).

. Aya - Tie s mTo . Aya - Tie s mT0x

Figure 5: GPT-4 Eval. (Aya vs BX)

(c) Human Eval. (Aya vs mTO) (d) Human Eval. (Aya vs mTO0x) using aya-human-annotated test set
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Parting thoughts — evaluation for aya involved as much building new

evaluations as the difficulty of evaluation.

Multiple-Choice QA
ARC (AI2)

c3
CoS-E
Cosmos QA
DREAM
MultiRC
OpenBookQA
PiQA
QuAIL
QuaRel
QuaRTz
QASC
RACE
SciQ
Social IQA
Wiki Hop
WIiQA

. Paraphrase
Extrac(lv.e an Identification
Adversarial QA MRPC
BoolQ PAWS
CMRC2018
PAWS-X
DRCD
QaP
DuoRC
MLQA Sentiment
Quoref Qiazon
ReCoRD App Reviews
ROPES IMDB
SQuAD (V2) Rotten Tomatoes
TyDi QA Yelp
XQuAD
Topic C i ion
Closed-Book QA AG News
Hotpot QA csL
TriviaQA DBPedia
WebQuestions TNEWS
Wiki QA TREC

Summarization

Program Synthesis

CNN Daily Mail APPS
Gigaword CodeContests
MultiNews JupyterCodePairs

Wiki-Lingua MBPP
XLSum NeuralCodeSearch
XSum XLCoST
Word Sense Code Misc.
Disambiguation CodeComplex
wic
- Docstring Corpus
XL-wiC

Structure-To-Text

Common Gen
Wiki Bio

Simplification
BiSECT

GreatCode
State Changes
-
Translation

Flores-200

Tatoeba

Coreference
Resolution

Winogrande

XWinograd

Sentence
Completion

COPA
StoryCloze
XCOPA
XStoryCloze

Natural Language
Inference

ANLI
CB
RTE

XNLI

Figure 1: An overview of datasets in xP3. Datasets added to P3 in this work are marked bold. Yellow datasets are
trained on. Green datasets are held out for evaluation.

\
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Some amount of overlap in
languages covered between
benchmarks — French and
Spanish overindexed.

Muennighoff et al.



https://arxiv.org/pdf/2211.01786.pdf

Final piece: we open source multilingual dataset evaluation suite
for open-ended generations

Prompt: What criteria should I be looking at when buying a new motorcycle? Human GPT-4
eng mT0 a motorcycle that meets your needs
Aya There are many factors to consider when buying a new motorcycle. X X
These include: * brand * model year * mileage * price * warranty *
reliability

fra mTO Je dois prendre en compte le budget que je peux consacrer a I’achat
de ma moto.
Aya Voici quelques critéres a prendre en compte lors de l'achat d’une X X
nouvelle moto : Le budget - le type de moto (sport, custom, cruiser,
etc.) - le type de suspensions - la qualité du moteur et de la boite de
vitesses - le look et I’aspect général - les options de sécurité (cligno-
tants, suspensions, étriers, piéces détachées)

spa  mT0 posibles tamafio y estilo, potencia, potencia de corte, peso y peso de X
transmisién
Aya Debes considerar las siguientes cosas al comprar una nueva motoci- X

cleta: 1. El trabajo. El tipo de motocicleta que quieres usar (por
ejemplo, carreras, turismo, etc.) 2. El tiempo. Precio 3. ;Qué hacer?
Accesorios que quieras incluir 4. y 4. Tamano de la motocicleta ;Qué
es esto? Durabilidad
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Parting thoughts
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If you talktoa manin a
language he understands, that
goes to his head. If you talk to
him In his own language, that

goes to his heart.

Nelson Mandela



Let's open up for questions.



Questions?

Aya model

Intriguing Properties of Quantization at Scale Arash
Ahmadian, Saurabh Dash, Hongyu Chen, Bharaj;
Venkitesh, Stephen Gou, Phil Blunsom, Ahmet Ustun, Sara

Hooker [[paper link]]

When Less is More: Investigating Data Pruning for
Pretraining LLMs at Scale Max Marion, Ahmet Ustun,
Luiza Pozzobon, Alex Wang, Marzieh Fadaee, Sara Hooker

[[paper link]]

The state of sparsity in deep neural networks Trevor
Gale, Erich Elsen, Sara Hooker [[paper link]]

Feel free to reach out if any of these ideas is
relevant to work you are doing..

Final takeaways:

Recent breakthroughs in NLP -
combination of changes in
optimization, scale (of both data and
weights)

Key challenge - efficiency of our
chosen representation. The
relationship between weights and
generalization is not well understood.

Promising directions of improving
efficiency - includes both algorithmic,
hardware-software and data space.

Tension between theoretical and
practical motivations - some
cherished theoretical technigues do
not produce speed ups.

Email: sarahooker@cohere.com


https://arxiv.org/abs/2305.19268
https://arxiv.org/pdf/2309.04564.pdf
https://arxiv.org/abs/1902.09574

