
Natural Language Processing
 

Lecture 21: Ethics & Safety for NLP 

Many slides & instruction ideas borrowed from:  
Mohit Iyyer, David Bamman, Greg Durret & Mar’Aurelio Ranzato



• People Interact with NLP models throughout their days 

• Conversational agents 

• People make decisions based on NLP systems 

• Ads, recommendation systems 

• NLP is impacting legal and policy decisions 

• Paroles, immigration decisions, surveillance.

Expanding Scope of NLP Models



Expanding Scope of NLP Models

https://restofworld.org/2023/ai-translation-errors-afghan-refugees-asylum/



Expanding Scope of NLP Models



Expanding Scope of NLP Models



Ethics and Safety for NLP

• WWII                 Regulation in experimentations with human subjects 

• IRB 

• For NLP/AI? 

•



Ethics & Safety for NLP

• Amplifying the existing bias 

• Exclusion of the underprivileged 

• Risks in automation 

• Unethical use: harmful usage of systems

Hovy and Spruit ACL 2016
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• Amplifying the existing bias
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• Unethical use: harmful usage of systems



Bias

• Allocational harms: automated systems allocate resources unfairly to 
different groups (access to housing, credit, parole). 

• Representational harms: automated systems represent one group less 
favorably than another (including demeaning them or erasing their 
existence).

Blodgett et al. (2020), “Language (Technology) is Power: A Critical Survey of “Bias” in NLP”



Word Embeddings
• Low-dimensional, dense word representations are extraordinarily powerful 

(and are arguably responsible for much of gains that neural network models 
have in NLP). 

• Mikolov et al. 2013 show that vector representations have some potential for 
analogical reasoning through vector arithmetic.

king - man + woman ≈ queen

apple - apples ≈ car - cars

Mikolov et al., (2013), “Linguistic Regularities in Continuous Space Word Representations” (NAACL)





Representations

• Embeddings for African-American first names are closer to “unpleasant” 
words than European names (Caliskan et al. 2017)



• Sentiment analysis over sentences containing African-American first 
names are more negative than identical sentences with European names

Kiritchenko and Mohammad (2018), "Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems"



Amplifying the Bias: Race

• Searched in June 2017 

• Three white teenagers 

• Three black teenagers



Amplifying the Bias: Gender

• Searched in June 
2017



Amplifying the Bias: Gender



Amplifying the Bias: Gender



Amplifying the Bias: Gender

Rudinger et al 2018:



Amplifying the Bias: LLMs



https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-
worlds-largest-and-most-powerful-generative-language-model/

Amplifying the Bias: LLMs



Amplifying the Bias: LLMs

• Bias in the data: model “size does not guarantee diversity” 

• Massive data is challenging to audit, contains data that is biased and is 
mostly a snapshot of a single point in time.



Amplifying the Bias: LLMs

• Injecting supervision like RLHF reduced the bias (to some extent) 

• Falling to the other side: Models totally avoiding the (previous) mainstream 

• Inaccuracies 

• Models not taking “risk in generation” 

• New Biases



Amplifying the Bias: Inaccuracies



Ethics & Safety for NLP

• Amplifying the existing Bias 

• Exclusion of the underprivileged

• Risks in automation 

• Unethical use: harmful usage of systems



Exclusion of the underprivileged

https://www.statista.com/statistics/266808/the-most-spoken-languages-worldwide/



Exclusion of the underprivileged

• Most of NLP (and the internet content) is focused on EN and a few of HLs.  

•



Exclusion of the underprivileged

• Most of NLP (and the internet content) is focused on EN and a few of HLs. 



• Low presence of people outside the main-stream: 

• Dialects/accents 

• Minorities/Elderly 

• Big models in hands of a few …. 

• The burden of cost

Exclusion of the underprivileged



• Environmental cost: disproportionately on marginalized populations, who 
aren’t even well-served by models.

Exclusion of the underprivileged



Ethics & Safety for NLP
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• Unethical use: harmful usage of systems



Risks in Automation



Risks in Automation



• Risks of LLMs behind decision making 

• Risks of LLM-based annotation 

• Risks of LLM-generated WWW

Risks in Automation



Ethics & Safety for NLP

• Amplifying the existing Bias 

• Exclusion of the underprivileged 

• Risks in automation 

• Unethical use: harmful usage of systems



Unethical use of NLP
• Surveillance Systems 

• Authorship attribution and de-anonymization



• Surveillance Systems 

• Authorship attribution and de-anonymization

Unethical use of NLP



• AI2’s Delphi: 

•

Ethics in NLP

https://delphi.allenai.org/



Ethics & Safety for NLP
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Agenda

● About me
● NLP dominates the world
● Safety Concerns
● How to Mitigate Risk
● Resources and Take-aways



Background



The Setup

NLP is Poised for World Dominance



NLP is Taking Over the World

QUICK TIP
Try right clicking on a photo and 
using "Replace Image" to show 
your own photo.

https://www.linkedin.com/pulse/natural-language-processing-market-transforming-human-machine/
https://www.accenture.com/content/dam/accenture/final/accenture-com/document/Accenture-A-New-Era-of-Generative-AI-for-Everyone.pdf


NLP Errors pre- and post-LLMs

Before: Silly, easy to spot

    [
imperative 

Mount] Etna

    External Links ~ Foreign Relations

Now: Fluent, polished, hard(er) to spot

    

https://www.linkedin.com/pulse/critical-reasoning-generative-ai-daniel-tunkelang/


What Could Go Wrong with LLMs?

https://authortlgray.wordpress.com/2015/11/22/let-me-count-the-ways/


Scenario 1: Garbage In -> Garbage Out

User: regular human interacting with LLM with good intentions

Problem: LLM is a mechanism for predicting the next word in a 
sequence. It does not possess real-world knowledge except what can be 

deduced from the text of its training data (and is imperfect at that). 
Training data may be biased, toxic, or otherwise bad.

Misalignment: User expects knowledgeable answers, gets various 
degrees of rubbish instead



“Hallucinatory Mansplaining”



https://www.cbsnews.com/news/microsoft-shuts-down-ai-chatbot-after-it-turned-into-racist-nazi/
https://www.nytimes.com/2023/12/17/insider/ai-chatbots-humans-hallucinate.html#:~:text=A.I.,Year%20%2D%20The%20New%20York%20Times
https://futurism.com/the-byte/facebook-takes-down-galactica-ai


Scenario 2: FOMO

User: company rushing to deploy LLMs because they’re cool or to save 
costs

Technical Ability: LLM is a mechanism for predicting the next word in a 

sequence. Even with access to good-quality data, it is imperfect at 
customer-specific tasks.

Misalignment: Company suffers reputational or economic damage 
because of poor customer experience; customers are mistreated



Bad PR and damage to companies’ bottom line

https://arstechnica.com/tech-policy/2024/02/air-canada-must-honor-refund-policy-invented-by-airlines-chatbot/
https://twitter.com/ChrisJBakke/status/1736533308849443121?lang=en
https://www.washingtonpost.com/technology/2024/03/04/ai-taxes-turbotax-hrblock-chatbot/


Harm to Marginalized Groups or Vulnerable Individuals



Scenario 3: It’s so easy!

User: human trying to speed up task completion by using LLMs

Technical Ability: LLMs can sort of do this but quality isn’t as good as if 
humans do it

Misalignment: Some tasks are intended to be done by humans, not 
machines



Dishonesty and Intellectual Laziness

https://www.nature.com/articles/d41586-024-01051-2


Scenario 4: Make $$$

User: unscrupulous person or organization trying to make $$

Technical Ability: LLMs are actually just good enough for this, because 
the bar for quality is pretty low

Misalignment: The internet isn’t well-protected against novel ways of 
spamming or scamming people



Spam

https://www.wired.com/story/scammy-ai-generated-books-flooding-amazon/


Scams and Security Risks

https://www.cnbc.com/2023/11/28/ai-like-chatgpt-is-creating-huge-increase-in-malicious-phishing-email.html


Scenario 5: Damage the Enemy

User: state actor or ideological group wants to unleash propaganda on a 
society

Technical Ability: LLMs are just good enough for this. Multimodal LLMs 

are tremendously helpful, in addition to voice-cloning tech.

Misalignment: Democratic societies aren’t well-protected against this



https://www.technologyreview.com/2023/06/28/1075683/humans-may-be-more-likely-to-believe-disinformation-generated-by-ai/
https://brusselssignal.eu/2023/08/row-over-deepfake-of-polish-pm-in-opposition-party-broadcast/


What Can We Do?
Options for Risk Mitigation



There’s No Magic in AI

● Understand what different NLP methods can and 
cannot actually do

● Know the data they're trained on

● Know how those data are transformed, sampled, 
cleaned, updated



What’s the Context?

● Measure and monitor specific scenarios and user interactions
● “Standard” benchmarks are not necessarily indicative of real-world 

use
● What worked well for yesterday’s data won’t work for tomorrow’s

https://www.aisnakeoil.com/p/ai-safety-is-not-a-model-property


Who decides what’s good vs bad?

● NLP development, application, and test teams should have a diversity 
of expertise, lived experience



Some Risk Mitigation Methods

● Test on known past mistakes / problems / harms
● Red-teaming: try to game the model or application into doing bad 

things

● Design applications to collect real-world interactions and signals when 
they go badly



Governments

Ensure corporate interests align 
with consumer and society’s 
interests

Civil Society

Advocate on behalf of consumers, 
local communities, and the 
marginalized

Academia

Conduct interdisciplinary, independent 
research

Whole-Of-Society 
Approach

Tech Builders

Ensure safer, high-quality NLP



Tech Builder Responsibilities

● Be proactive about safety

○ Establish internal trust & safety teams

○ Monitor at every step of data collection, model training, model deployment, 

end-to-end applications

● Be good corporate citizens

○ Comply with regulations

○ Publish transparency reports with safety metrics

○ Encourage independent safety audits

● Be industry leaders

○ Align safety & economic incentives

○ Collaborate across industries on safety standards



Government Responsibilities

● Shape incentives

○ Find ways to tilt corporate incentives towards consumer and civil society benefits

○ Hold corporations accountable for externalities and second-order consequences

● Regulate

○ Issue AI regulations that protect consumers (but don’t stifle innovation)

○ Enforce these regulations

● Protect national interests

○ Invest in cybersecurity



Academia Responsibilities

● Continue tech research outside of commonly mainstream deep learning methods

○ Don’t forget symbolic NLP or hybrid methods

○ Don’t forget non-English languages

○ Help make NLP accessible to those without huge compute resources

● Research on fairness, safety and quality improvements

○ Provide audits to tech companies

○ Research socio-technical implications of tech development and adoption



Civil Society Responsibilities

● Hold tech devs accountable for externalities (societal implications of their actions)

● Educate the public about privacy, fairness, civil rights

● Advocate for underrepresented groups (social and linguistic)



Resources & 
Take-Aways



Moral of the Story

● Problems of AI safety are often problems of quality!
● Quality/safety matter in end-to-end scenarios!
● Understanding how NLP works is your secret 

weapon!



Resources
Ezra Klein interview with Dario Amodei (CEO of Anthropic)

The AI Incidents Database, from Partnership on AI

Coalition for Content Provenance and Authenticity (emerging standard)

On the Danger of Stochastic Parrots: Can Language Models be Too Big? (by Emily Bender et al.)

Microsoft Report on New Future of Work (where LLMs will fit in, risks, etc)

Using LLMs for Content Moderation (a talk by Dave Willner)

https://www.nytimes.com/2024/04/12/opinion/ezra-klein-podcast-dario-amodei.html
https://partnershiponai.org/workstream/ai-incidents-database/
https://c2pa.org/
https://dl.acm.org/doi/10.1145/3442188.3445922
https://www.microsoft.com/en-us/research/uploads/prod/2023/12/NFWReport2023_v5.pdf
https://www.youtube.com/watch?v=hCoyK4Zsnm4


Thank you.
olya@papermoon.ai


