Natural Language Processing

Many slides & instruction ideas borrowed from:
Mohit lyyer, David Bamman, Greg Durret & Mar’Aurelio Ranzato



—xpanding Scope of NLP Models

* People Interact with NLP models throughout their days
* Conversational agents
* People make decisions based on NLP systems
* Ads, recommendation systems
* NLP is impacting legal and policy decisions

* Paroles, immigration decisions, surveillance.



—xpanding Scope of NLP Models

In 2020, Uma Mirkhail got a firsthand demonstration of how
damaging a bad translation can be.

A crisis translator specializing in Afghan languages, Mirkhail was
working with a Pashto-speaking refugee who had fled Afghanistan.
A US. court had denied the refugee’s asylum bid because her
written application didn't match the story told in the initial

interviews.

In the interviews, the refugee had first maintained that she'd made
it through one particular event alone, but the written statement
seemed to reference other people with her at the time —a
discrepancy large enough for a judge to reject her asylum claim.

After Mirkhail went over the documents, she saw what had gone
wrong: An automated translation tool had swapped the “T"
pronouns in the woman's statement to “we.”

https://restofworld.org/2023/ai-translation-errors-afghan-refugees-asylum/



—xpanding Scope of NLP Models

THEVERGE  TtCH - SCIENCE - CULTURE - CARS - REVIEWS - LONGFORM VIDEQ  MORE :

SEWORLD \ TECH \ POLITICS

Facebook apologizes after wrong translationsees *
Palestinian man arrested for posting ‘good morning’

Facebook translated his post as attack them’ and ‘hurt them’
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—xpanding Scope of NLP Models
BIBJC

Home News Sport Business Innovation Culture Travel Earth Video Live

Alexa tells 10-year-old girl to touch live
plug with penny

28 December 2021 «{ Share



—thics and Safety for NLP

 WWII Regulation in experimentations with human subjects
* IRB

e For NLP/AI?



—thics & Safety for NL

Amplifying the existing bias
Exclusion of the underprivileged
Risks in automation

Unethical use: harmful usage of systems

Hovy and Spruit ACL 2016




—thics & Safety for NL

- Amplifying the existing bias
* Exclusion of the underprivileged
* Risks in automation

* Unethical use: harmful usage of systems




31as

* Allocational harms: automated systems allocate resources unfairly to
different groups (access to housing, credit, parole).

* Representational harms: automated systems represent one group less
favorably than another (including demeaning them or erasing their
existence).



Word Embeddings

* Low-dimensional, dense word representations are extraordinarily powerful
(and are arguably responsible for much of gains that neural network models
have in NLP).

* Mikolov et al. 2013 show that vector representations have some potential for
analogical reasoning through vector arithmetic.

apple - apples = car - cars

King - man + woman = queen



Science...

Home News Journals Topics Careers

Science Science Advances  Science Immunology  Science Robotics ~ Science Signaling  Science Translational Medicine

SHARE REPORT

© Semantics derived automatically from language
corpora contain human-like biases

Aylin Caliskan!", Joanna J. Brysonl'z"", Arvind Narayananl"}

@ + See all authors and affiliations

Science 14 Apr 2017: —b Peer Reviewed
Vol. 356, Issue 6334, pp. 183-186 PRz :
DOI: 10.1126/science.aal4230 RS

Article Figures & Data Info & Metrics eLetters PDF



Representations

e Pleasant: caress, freedom, health, love, peace, cheer, friend, heaven, loyal, pleasure, diamond, gentle, honest, lucky,
rainbow, diploma, gift, honor, miracle, sunrise, family, happy, laughter, paradise, vacation.

e Unpleasant: abuse, crash, filth, murder, sickness, accident, death, grief, poison, stink, assault, disaster, hatred, pollute,
tragedy, bomb, divorce, jail, poverty, ugly, cancer, evil, kill, rotten, vomit.

* Embeddings for African-American first names are closer to “unpleasant”
words than European names (Caliskan et al. 2017)
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Systems (ordered by rank)

e Sentiment analysis over sentences containing African-American first
names are more negative than identical sentences with European names

Kiritchenko and Mohammad (2018), "Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems"



Amplifying the Bias: Race

00000 AT&T T 1:35 PM
@ three black teenagers

three black teenagers

e Searched in June 2017
* Three white teenagers

* Three black teenagers



Amplitying the Bias: Gender
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Amplitying the Bias: Gender

June 2017: image search query “Homemaker”
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Amplitying the Bias: Gender

e June 2017: image search query “CEO”
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Amplitying the Bias: Gender

Mention}- """ corefrmrmmmne- - -coref=- - coref--
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The surgeon could n't operate on his patient: it was his son!
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The surgeon could n't operate on their patient: it was their son!
smmmmmmmsmmmm—mmm-- coref--==-=-=--=-----u---- N
) o= -----*coref-------- ..
Mention J'
— lan) —
The surgeon could n't operate on her patient: it was her son!

Rudinger et al 2018:




Amplitying the Bias: LLMs



Amplitying the Bias: LLMs
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https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-
worlds-largest-and-most-powerful-generative-language-model/



Amplitying the Bias: LLMs

On the Dangers of Stochastic Parrots:
Can Language Models Be Too Big? §

Emily M. Bender* Timnit Gebru*
ebender@uw.edu timnit@blackinai.org
University of Washington Black in AI
Seattle, WA, USA Palo Alto, CA, USA
Angelina McMillan-Major Shmargaret Shmitchell
aymm@uw.edu shmargaret.shmitchell@gmail.com
University of Washington The Aether

Seattle, WA, USA

* Bias in the data: model “size does not guarantee diversity”

* Massive data is challenging to audit, contains data that is biased and is
mostly a snapshot of a single point in time.



Amplitying the Bias: LLMs

* Injecting supervision like RLHF reduced the bias (to some extent)

* Falling to the other side: Models totally avoiding the (previous) mainstream
* |[naccuracies
* Models not taking “risk in generation”

e New Biases



Amplifying the Bias: Inaccuracies

*, Sure, here are some images featuring diverse US senators from the 18e: Q‘ Sure, here is a picture of the Founding Fathers:




—thics & Safety for NL

* Amplifying the existing Bias
- Exclusion of the underprivileged
* Risks in automation

* Unethical use: harmful usage of systems




—xclusion of the underprivileged

1 500
1311
1250
The top 10 languages are spoken by less than 50% of the people.
- The remaining ~6500 are spoken by the rest!

@




—xclusion of the underprivileged

* Most of NLP (and the internet content) is focused on EN and a few of HLs.
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Articles in Wikipedia

Language Rank



—xclusion of the underprivileged

* Most of NLP (and the internet content) is focused on EN and a few of HLs.

Data distribution over language pairs

Translation quality of 103 bilingual baselines

High Resource Languages Low Resource Languages



—xclusion of the underprivileged

* Low presence of people outside the main-stream:
* Dialects/accents
* Minorities/Elderly

* Big models in hands of a few ....

 The burden of cost



—xclusion of the underprivileged

On the Dangers of Stochastic Parrots:
Can Language Models Be Too Big? &

Emily M. Bender* Timnit Gebru®
ebender@uw.edu timnit@blackinai.org
University of Washington Black in AI
Seattle, WA, USA Palo Alto, CA, USA
Angelina McMillan-Major Shmargaret Shmitchell
aymm@uw.edu shmargaret.shmitchell@gmail.com
University of Washington The Aether

Seattle, WA, USA

* Environmental cost: disproportionately on marginalized populations, who
aren’t even well-served by models.



—thics & Safety for NL

* Amplifying the existing Bias
* Exclusion of the underprivileged
- Risks in automation

* Unethical use: harmful usage of systems




Risks In Automation

GPTs are GPTs: An Early Look at the Labor Market Impact Potential
of Large Language Models

Tyna Eloundou!, Sam Manning!-?, Pamela Mishkin*!, and Daniel Rock?

10OpenAl
20OpenResearch
3University of Pennsylvania

August 22, 2023




Risks In Automation

Abstract

We investigate the potential implications of large language models (LLMs), such as Generative Pre-
trained Transformers (GPTs), on the U.S. labor market, focusing on the increased capabilities arising from
LLM-powered software compared to LLMs on their own. Using a new rubric, we assess occupations based
on their alignment with LLM capabilities, integrating both human expertise and GPT-4 classifications.
Our findings reveal that around 80% of the U.S. workforce could have at least 10% of their work tasks
affected by the introduction of LLMs, while approximately 19% of workers may see at least 50% of their
tasks impacted. We do not make predictions about the development or adoption timeline of such LLMs.
The projected effects span all wage levels, with higher-income jobs potentially facing greater exposure to
LLM capabilities and LLM-powered software. Significantly, these impacts are not restricted to industries
with higher recent productivity growth. Our analysis suggests that, with access to an LLM, about 15%
of all worker tasks in the US could be completed significantly faster at the same level of quality. When
incorporating software and tooling built on top of LLMs, this share increases to between 47 and 56%
of all tasks. This finding implies that LLM-powered software will have a substantial effect on scaling
the economic impacts of the underlying models. We conclude that LLMs such as GPTs exhibit traits of
general-purpose technologies, indicating that they could have considerable economic, social, and policy
implications.



AINEWS

Risks In Automation

THEVERGE  Tech - SCIENCE - COLTURE - CARS - REVIEWS . LONGFORM  VIDED  MORE 2 Q

Facebook apologizes after wrong translation sees
Palestinian man arrested for posting ‘good morning’

Facebook translated his post as ‘attack them’ and ‘hurt them’

um

Medical chatbot using OpenAI’s GPT-3 told a fake patient to kill

themselves

* Risks of LLMs behind decision making
* Risks of LLM-based annotation

* Risks of LLM-generated WWW

of how

A crisis translator specializing in Afghan languages, Mirkhail was
working with a Pashto-speaking refugee who had fled Afghanistan.
A US. court had denied the refugee’s asylum bid because her
written application didn't match the story told in the initial

interviews.

In the interviews, the refugee had first maintained that she'd made
it through one particular event alone, but the written statement
seemed to reference other people with her at the time — a
discrepancy large enough for a judge to reject her asylum claim.

After Mirkhail went over the documents, she saw what had gone
wrong: An automated translation tool had swapped the “I”

pronouns in the woman's statement to “we.”



—thics & Safety for NL

* Amplifying the existing Bias
* Exclusion of the underprivileged
* Risks in automation

- Unethical use: harmful usage of systems




Unethical use of NLP

e Surveillance Systems

* Authorship attribution and de-anonymization

Inform (REAECIAAVA=Mtc - Paciente de E[ie de edad ,
| uchado , sin ergias medicamentosas conocidas . Operado de

TSI 2T oY cnero] e 2016 Bl Hospita] Costa [ cel

por la Dra . PISEREY AXe]sl=¥4 . Derivado a este centro el dia 16 del
mismo mes para revision .

miner(

Informe clinico del paciente : Paciente [S§]2,§ de N€|=) de edad ,
jubilado , sin alergias medicamentosas conocidas .
Operado de una hernia el en el
[HOSPITAL JHOSPITAL ] HOSPITAL [ HOSPITAL LTSy

ploJeue]d Iv[e]aakelx] . Derivado a este centro el dia 16 del mismo mes
para revision .




Unethical use of NLP

e Surveillance Systems

* Authorship attribution and de-anonymization

Informe clinico del paciente : Paciente de [ EIED) de edad, Informe clinico del paciente : Paciente de (&) B de edad,
jubilado , sin alergias medicamentosas conocidas . Operado jubilado , sin alergias medicamentosas conocidas . Operado de

de una hernia el [€) £ (de ] 2021 EQ¥N Hospital una hernia el (de [de | 2025 ERE] Hospital [ del
por la Dra. eV . Derivado a este centro el dia por la Dra. . Derivado a este centro el

16 del mismo mes para revision . dia 16 del mismo mes para revision .




—thics in NL

D)

11 It Ask Delphi

Delphi
° Al 2’8 Del ph | “Input a situation for Delphi to ponder:

Mowing the lawn when there’s no grass.

Delphi speculates:

Delphi’s responses are automatically extrapolated from a survey of US crowd workers and may contain

° inappropriate or offensive results.

“Mowing the lawn when there’s no grass.”

- You shouldn't

v1.0.4



—thics & Safety for NL

Amplifying the existing Bias
Exclusion of the underprivileged
Risks in automation

Unethical use: harmful usage of systems

Hovy and Spruit ACL 2016
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Safety and Ethics in NLP
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Agenda

About me

NLP dominates the world
Safety Concerns

How to Mitigate Risk
Resources and Take-aways
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The Setup

NLP is Poised for World Dominance



NLP is Taking Over the World

Figure 3: Generative Al will transform work across industries
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https://www.linkedin.com/pulse/natural-language-processing-market-transforming-human-machine/
https://www.accenture.com/content/dam/accenture/final/accenture-com/document/Accenture-A-New-Era-of-Generative-AI-for-Everyone.pdf

NLP Errors pre- and post-LLMs

Before: Silly, easy to spot Now: Fluent, polished, hard(er) to spot

Prove that no prime ends in 7.

[ Mount] Etna

imperative

External Lmks ~ Forelgn RBIGt’OﬂS Certainly! We can prove this by contradiction, which means we assume the opposite of what

we want to prove and then show that it leads to a contradiction.

Assume there exists a prime number ending in 7, and let's call it p. This implies that p is

greater than 7 (since 7 itself is not prime).

Since p ends in 7, it can be represented as 10n + 7 for some non-negative integer n.

Now, let's consider this number 10n + 7. We'll look at two cases:



https://www.linkedin.com/pulse/critical-reasoning-generative-ai-daniel-tunkelang/

What Could Go Wrong with LLMs?



https://authortlgray.wordpress.com/2015/11/22/let-me-count-the-ways/

Scenario 1: Garbage In -> Garbage Out

User: regular human interacting with LLM with good intentions

Problem: LLM is a mechanism for predicting the next word in a
sequence. |t does not possess real-world knowledge except what can be
deduced from the text of its training data (and is imperfect at that).
Training data may be biased, toxic, or otherwise bad.

Misalignment: User expects knowledgeable answers, gets various
degrees of rubbish instead



“Hallucinatory Mansplaining”

Explain the Bender rule in NLP

The Bender rule is a rule in natural language processing (NLP) that states that the verb in
a sentence should be the main focus of syntactic parsing, as it is typically the most
important part of the sentence for determining the overall meaning and structure. This
rule is named after its creator, David Bender, who first proposed it in the early 1960s.

The Bender rule is commonly used in NLP algorithms and techniques, such as syntactic
parsing and part-of-speech tagging, to help identify the verb in a sentence and determine
its role in the sentence. This allows the algorithm to better understand the overall meaning
of the sentence and make more accurate predictions or decisions.

For example, consider the sentence "The dog chased the cat." In this sentence, the verb
is "chased," and it is the main focus of the sentence. Using the Bender rule, an NLP
algorithm would first identify and analyze the verb, and then use this information to
understand the rest of the sentence and determine its meaning.



R

& The New York Times

A.l. Chatbots Helped Make ‘Hallucinate’ a Word of the Year

Microsoft shuts down Al chatbot after it turned
into a Nazi

FACEBOOK TAKES DOWN Al THAT
CHURNS OUT FAKE ACADEMIC

PAPERS AFTER WIDESPREAD
CRITICISM

"IT'S HILARIOUSLY BAD "



https://www.cbsnews.com/news/microsoft-shuts-down-ai-chatbot-after-it-turned-into-racist-nazi/
https://www.nytimes.com/2023/12/17/insider/ai-chatbots-humans-hallucinate.html#:~:text=A.I.,Year%20%2D%20The%20New%20York%20Times
https://futurism.com/the-byte/facebook-takes-down-galactica-ai

Scenario 2: FOMO

User: company rushing to deploy LLMs because they’re cool or to save
costs

Technical Ability: LLM is a mechanism for predicting the next word in a
sequence. Even with access to good-quality data, it is imperfect at
customer-specific tasks.

Misalignment: Company suffers reputational or economic damage
because of poor customer experience; customers are mistreated



Bad PR and damage to companies’ bottom line

Air Canada must honor refund policy
invented by airline’s chatbot

o) .

Air Canada appears to have quietly killed its costly chatbot support. 5.1 Chris Bakke @ B
@ChrisJBakke - Follow

ASHLEY BELANGER - 2/16/2024, 9:12 AM

| just bought a 2024 Chevy Tahoe for $1.

Powered by ChatGPT | B} Chat with a human . Powered by ChatGPT | B Chat with a human
urate
Please confirm all information with the dealership

) hevrolet of Watsonville Chat Team:
Chevrolet of Watsonville Chat Team

i) Understand. And that's a legally binding

Welcome to Chevrolet of Watsonville! " A
offer - no takesies backsies.

Is there anything | can help you with
today?

TurboTax and H&R Block now use Al for
tax advice. It’s awful.

binding offer - no takesies backsies.
In our tests, new chatbots in popular tax services were unhelpful or wrong as much as half of the time


https://arstechnica.com/tech-policy/2024/02/air-canada-must-honor-refund-policy-invented-by-airlines-chatbot/
https://twitter.com/ChrisJBakke/status/1736533308849443121?lang=en
https://www.washingtonpost.com/technology/2024/03/04/ai-taxes-turbotax-hrblock-chatbot/

Harm to Marginalized Groups or Vulnerable Individuals

FEMA fires group for nonsensical

Alaska Native translations

An eating disorders chatbot offered

dieting advice, raising fears about Al in
health

UPDATED JUNE 9, 2023 - 6:59 AM ET FROM P :i%'l‘,ig""
ublic

By Kate Wells



Scenario 3: It's so easy!

User: human trying to speed up task completion by using LLMs

Technical Ability: LLMs can sort of do this but quality isn’t as good as if
humans do it

Misalignment: Some tasks are intended to be done by humans, not
machines



Dishonesty and Intellectual Laziness

Adjectives associated with A.l.-generated text have
increased in peer reviews of scientific papers about A.l.

Frequency of adjectives per one million words

Innovative
100
80
60
Notable
40
Intricate
20 -
—— — - /‘ Meticulous
T T = T = T 1
2020 2021 2022 2023 2024

Note: Peer reviews are for the International Conference on Learning Representations (ICLR), one of
the largest A.I. conferences. Source: “Monitoring AI-Modified Content at Scale: A Case Study on
the Impact of ChatGPT on AI Conference Peer Reviews” By Taylor Maggiacomo


https://www.nature.com/articles/d41586-024-01051-2

Scenario 4: Make $$$

User: unscrupulous person or organization trying to make $$

Technical Ability: LLMs are actually just good enough for this, because
the bar for quality is pretty low

Misalignment: The internet isn’'t well-protected against novel ways of
spamming or scamming people



Spam

Scammy Al-Generated Book Rewrites Are
Flooding Amazon

Authors keep finding what appear to be Al-generated imitations and summaries of their books on
Amazon. There's little they can do to rein in the rip-offs.

Lazy use of Al leads to Amazon products
called “I cannot fulfill that request”

The telltale error messages are a sign of Al-generated pablum all over the Internet.

KYLE ORLAND - 1/12/2024, 12:56 PM

amazon

Results

n illu yll\nlq e but | Cannot fulfill This Request it violates
nAl use Policy-Gra /IEHYML ngth)
1919

I'm sorry but | cannot fulfill this request it goes against OpenAl use


https://www.wired.com/story/scammy-ai-generated-books-flooding-amazon/

Scams and Security Risks

THE TERRIFYING Al. SCAM THAT USES YOUR
LOVED ONE'S VOICE

A Brooklyn couple got a call from relatives who were being held ransom. Their voices—Iike many others these days—
had been cloned.

By Charles Bethea
March 7, 2024

Al hallucinates software packages and devs

download them - even if potentially poisoned Al'tools such as ChatGPT are
] generating a mammoth increase in

with malware malicious phishing emails

Simply look out for libraries imagined by ML and make them real, with actual malicious code.
No wait, don't do that


https://www.cnbc.com/2023/11/28/ai-like-chatgpt-is-creating-huge-increase-in-malicious-phishing-email.html

Scenario 5: Damage the Enemy

User: state actor or ideological group wants to unleash propaganda on a
society

Technical Ability: LLMs are just good enough for this. Multimodal LLMs
are tremendously helpful, in addition to voice-cloning tech.

Misalignment: Democratic societies aren’t well-protected against this



Humans may be more likely to believe
disinformation generated by Al

The way Al models structure text may have something to do with it, according to
the study authors.

By Rhiannon Williams June 28,2023

SN/
ateusz Morawiecki in real lie. A deep fake of his voice in an ol
POLAND OUT

Polish Prime Mi
EPA-EFE/Zbignis

News
25 August 2023

Row over deepfake of Polish
PM in opposition-party
broadcast


https://www.technologyreview.com/2023/06/28/1075683/humans-may-be-more-likely-to-believe-disinformation-generated-by-ai/
https://brusselssignal.eu/2023/08/row-over-deepfake-of-polish-pm-in-opposition-party-broadcast/

What Can We Do?

Options for Risk Mitigation



There's No Magic in Al

e Understand what different NLP methods can and
cannot actually do

e Know the datathey're trained on

e Know how those data are transformed, sampled,
cleaned, updated




What's the Context?

Al safety is not a model property

Trying to make an Al model that can't be misused is like trying to make a computer that
can't be used for bad things

MAR 12, 2024

% ARVIND NARAYANAN AND SAYASH KAPOOR

e Measure and monitor specific scenarios and user interactions

e “Standard” benchmarks are not necessarily indicative of real-world
use

e What worked well for yesterday’s data won’t work for tomorrow’s


https://www.aisnakeoil.com/p/ai-safety-is-not-a-model-property

Who decides what's good vs bad?

e NLP development, application, and test teams should have a diversity
of expertise, lived experience



Some Risk Mitigation Methods

e Test on known past mistakes/problems/harms
e Red-teaming: try to game the model or application into doing bad
things

e Design applications to collect real-world interactions and signals when
they go badly



Tech Builders Academia

Conduct interdisciplinary, independent
research

Ensure safer, high-quality NLP

Whole-Of-Society
Approach

Governments Civil Society

Ensure corporate interests align Advocate on behalf of consumers,
with consumer and society’s local communities, and the
interests marginalized



Tech Builder Responsibilities

e Beproactive about safety
o Establishinternal trust & safety teams
o Monitor at every step of data collection, model training, model deployment,
end-to-end applications
e Begood corporate citizens
o Comply with regulations
o Publish transparency reports with safety metrics
o Encourage independent safety audits
e Beindustry leaders
o Align safety & economic incentives
o Collaborate across industries on safety standards



Government Responsibilities

e Shape incentives
o Find ways to tilt corporate incentives towards consumer and civil society benefits
o Hold corporations accountable for externalities and second-order consequences
e Regulate
o Issue Al regulations that protect consumers (but don't stifle innovation)
o Enforce these regulations
e Protect national interests
o Investin cybersecurity



Academia Responsibilities

e Continue tech research outside of commonly mainstream deep learning methods
o Don'’t forget symbolic NLP or hybrid methods
o Don't forget non-English languages
o Help make NLP accessible to those without huge compute resources
e Research on fairness, safety and quality improvements
o  Provide audits to tech companies
o Research socio-technical implications of tech development and adoption



Civil Society Responsibilities

e Hold tech devs accountable for externalities (societal implications of their actions)
e Educate the public about privacy, fairness, civil rights
e Advocate for underrepresented groups (social and linguistic)
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Moral of the Story

e Problems of Al safety are often problems of quality!
e Quality/safety matter in end-to-end scenarios!
e Understanding how NLP works is your secret

weapon!



Resources

Ezra Klein interview with Dario Amodei (CEO of Anthropic)

The Al Incidents Database, from Partnership on Al

Coalition for Content Provenance and Authenticity (emerging standard)

On the Danger of Stochastic Parrots: Can Language Models be Too Big? (by Emily Bender et al.)

Microsoft Report on New Future of Work (where LLMs will fit in, risks, etc)

Using LLMs for Content Moderation (a talk by Dave Willner)



https://www.nytimes.com/2024/04/12/opinion/ezra-klein-podcast-dario-amodei.html
https://partnershiponai.org/workstream/ai-incidents-database/
https://c2pa.org/
https://dl.acm.org/doi/10.1145/3442188.3445922
https://www.microsoft.com/en-us/research/uploads/prod/2023/12/NFWReport2023_v5.pdf
https://www.youtube.com/watch?v=hCoyK4Zsnm4

Thank youl.

olya@papermoon.ai




